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Mitigation of Wind Turbine Clutter for
Weather Radar by Signal Separation
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Abstract—This paper addresses the mitigation of wind turbine
clutter (WTC) in weather radar data in order to increase the
performance of existing weather radar systems and to improve
weather analyses and forecasts. We propose a novel approach for
this problem based on signal separation algorithms. We model the
weather signal as group sparse in the time—frequency domain; in
parallel, we model the WTC signal as having a sparse time deriva-
tive. In order to separate WTC and the desired weather returns,
we formulate the signal separation problem as an optimization
problem. The objective function to be minimized combines total
variation regularization and time—frequency group sparsity. We
also propose a three-window short-time Fourier transform for
the time—frequency representation of the weather signal. To show
the effectiveness of the proposed algorithm on weather radar
systems, the method is applied to simulated and real data from the
next-generation weather radar network. Significant improvements
are observed in reflectivity, spectral width, and angular velocity
estimates.

Index Terms—Dynamic clutter mitigation, signal separation,
sparse optimization, weather radar, wind turbine clutter (WTC).

I. INTRODUCTION

HE demand for green energy has been increasing for over

a decade. Wind is one of the fastest growing sources of
electricity in many countries, and there are many new wind farm
developments under construction. According to the American
Wind Energy Association report [1], the United States has an
installed wind capacity of 61 327 MW, and there are over
13 000 MW currently under construction.

A typical wind farm has several wind turbines, which consist
of multiple stationary and moving components such as a tower,
a nacelle, and blades. The height of the wind turbine’s tower
and blades may exceed 100 ft. The enormous size and motion of
the blades create interference for radar systems. The unwanted
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radar return from wind farms, also known as wind turbine
clutter (WTC), is considered to be dynamic clutter due to the
nonzero Doppler return created by rotating wind turbine blades.
These unwanted radar returns (interference) affect the critical
operation of current radar systems. The impact of wind farms
on different radar systems, such as air traffic control [2], [3], air
surveillance radar [3]-[6], and weather radars [3], [7]-[9], are
different. Radar returns from large radar targets are different
than returns from distributed weather scatters. Moving targets
are well localized in the Doppler domain [6], simplifying
mitigation of WTC. However, weather returns span a wider
spectrum and make signal discrimination challenging. These
challenges and mitigation strategies for WTC in weather radar
systems are discussed in various publications [3], [9]-[13].

Several approaches have been developed for the mitigation
of WTC in weather radar data. Some methods, such as those
based on spectral interpolation, are introduced in [9]-[12].
These methods aim to detect the contaminated radar data and
substitute them with an estimate using (multidimensional) in-
terpolation, where interpolation is applied to both the spectral
moments and the spectral components. These methods treat the
WTC mitigation problem as an estimation problem. In other
words, these methods aim to replace the contaminated data
with estimates from the uncontaminated data instead of directly
mitigate the effects of WTC.

Another algorithm depends on adaptive spectrum processing
[14]. In this approach, the mean radial velocity estimates from
the uncontaminated volume around the contaminated region are
used as an initial data pool to obtain the power spectral density
(PSD) of the weather. These estimates are then used to filter the
contaminated data.

It is known that, in order to increase the statistical credibility
of the PSD estimate, more samples are needed from uncontam-
inated data. The same argument is also true for interpolation
in that the success of these methods depends on the number
of uncontaminated data samples and their Euclidean distance to
the contaminated volume. The dependence on prior information
(or uncontaminated data) is a major drawback for mitigation
of large-scale wind farms where the wind turbines are located
very close to each other. These methods are not effective at
mitigating WTC in a data fragment such as the data shown
in Fig. 1. The contaminated weather data shown in Fig. 1 are
created by coherently adding the simulated weather data (Wx)
and the cropped actual WTC data, where the weather signal
to WTC signal power ratio (10 log(Pwx/Pwrc)) is manually
set to —25 dB for a controlled experiment (explained in detail
in Section II).
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Fig. 1. Fragment of contaminated weather radar data samples. (a) Real part. (b) Spectrum.
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Fig. 2. Results of signal separation method proposed in [17]. (a) True and estimated weather data (real part) in time domain and (b) their spectrum. (c) True and

estimated wind turbine data (real part) in time domain and (d) their spectrum.

Recently proposed signal separation techniques for radar
applications aim to separate the given radar data into their com-
ponents (such as static clutter, dynamic clutter, and target of in-
terest), independent of prior or current radar data collected from
different elevations, azimuth, and range cells [6], [15]-[18]. A
sparsity-based dynamic clutter mitigation technique introduced
in [17] is applied to contaminated weather data shown in Fig. 1,
to extract the weather and WTC components. Fig. 2 depicts
the results of the signal separation method proposed in [17].
The mean square error (MSE) for the separated components of
this example was computed as 48 x 10~%. As shown in Fig. 2,
the result of signal separation is not satisfactory, due to the
fact that the method introduced in [17] is designed under two
assumptions. First, the target of interest is assumed to be high-
radar-cross-section (RCS) moving targets. Second, coherent
processing interval is long enough to capture the features of
WTC (radar operates in a side-looking mode). Note that, for
weather radar, these assumptions are not valid because weather
has a low RCS and is spread over a large spectrum compared
with the typical hard radar targets (such as an airplane). In addi-
tion, the coherent processing interval is limited to 100 samples,
which makes WTC features unresolvable.

The method proposed in this paper is not dependent on
any prior data. We introduce a novel lossless signal separation
algorithm to approximately recover the WTC and weather
signal from contaminated radar data sets by minimizing a
proposed objective function. In Section II, we investigate the
features of weather and WTC for a weather radar operating
in the traditional scan mode. We model the weather signal as
being group sparse in the spectral domain and the WTC signal

as having a sparse time derivative. The objective function is
defined in Section III as a combination of total variation (TV)
and group sparse regularization in order to achieve weather
radar signal separation. The application of the proposed algo-
rithm to real weather radar data sets and the inherent impli-
cations for weather forecasting are discussed in Section IV.
Finally, the advantages and disadvantages of the proposed
method versus several previously developed algorithms are
discussed in Section V.

II. WTC AND WEATHER

Wind turbines consist of several main components, namely,
the rotary blades, the nacelle, and the tower. Radar returns from
the tower and nacelle of the wind turbine have similar properties
to ground clutter due to their stationarity (zero Doppler veloc-
ity). Either classic ground clutter filters in the time domain [19]
or advanced filters in the spectral domain [20] can be utilized
to mitigate stationary ground clutter. The radar returns from
the turbine rotary blades are classified as dynamic clutter, and
ground clutter filters are ineffective at mitigating the dynamic
WTC while preserving weather returns. The micro-Doppler
signature of the wind turbines and the clutter contamination
show differences according to radar type and operation mode.
The WTC can be modeled theoretically for the side-looking
mode where the radar antenna is fixed during the collection. In
side-looking mode, periodic flashes occur and are observable in
the Doppler spectrum when the blades are in a vertical position
(perpendicular to the line of sight of radar) [6], [9], [13], [17].
In scan mode, the micro-Doppler signature of wind turbines
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is not easily resolvable due to the limited coherent processing
interval. In fact, the WTC spectrum appears similar to that of a
noise signal combined with a strong zero Doppler return.

The spectrum of weather data varies as a function of precipi-
tation. Weather signals are usually characterized by their mean
velocity, spectrum width, and power density [21]. In general,
weather data are modeled using a Gaussian-like PSD [14], [21].
In order to establish a controlled experiment, weather data with
a 10-m/s mean velocity and a 1.5-m/s spectrum width were sim-
ulated as described in [21]. Simulation parameters are selected
according to the real operating conditions of the Next Genera-
tion Radar (NEXRAD) volume coverage patterns 21 (VCP-21)
0.5° contiguous Doppler scan as described in [22]. In this
case, the scan has a pulse repetition frequency of 1014 Hz and
collects approximately 89 pulses per azimuth bin. The Nyquist
velocity is 26.2 m/s, creating a spectral resolution of approxi-
mately 0.6 m/s. The real part of the simulated weather signal
is shown in Fig. 2(a), and its spectrum is depicted in Fig. 2(b)
(gray solid line). Unlike weather radar data, simulation of WTC
depends on many specific factors such as blades’ position and
rotation rate. Generating quality synthetic WTC data for a
weather radar operating in scan mode requires a statistical sim-
ulation using measured WTC data as a basis [11]. To make our
controlled experiment more realistic, we use WTC data that are
cropped from a real weather radar data set (explained in detail
in Section IV-A). The real component of the WTC data is shown
in Fig. 2(c), and its spectrum is shown in Fig. 2(d), respectively.

III. SIGNAL SEPARATION ALGORITHM
FOR WEATHER RADAR

This paper aims to develop an approach for WTC mitigation
in weather radar data based on signal separation algorithms.
Consider the generic signal separation problem where an ob-
served signal y € CV is to be modeled as the sum of two
component signals x; and x2, shown as

y = X1 +Xo. ey

The recovery of x; (where ¢ = 1, 2) from y is ill conditioned
in that there are infinitely many solutions. One may choose to
set x; arbitrarily and set xo =y — x;. The estimation of x;
from y can be only meaningfully performed when x; and y
have distinct properties and when these properties are known or
approximately known. Furthermore, x; should be sufficiently
distinct from y to make the problem meaningful.

The morphological component analysis (MCA) approach as-
sumes that two component signals allow sparse representations
with respect to distinct transforms F; and F5, respectively
[23]. One formulation of MCA aims to find the coefficients
a; with respect to the transform F;. In this formulation, the
component signals are represented (synthesized) in terms of the

coefficients, shown as
x1 =Fia;, x=Foao. ()

Therefore, instead of finding x; and x5 such that y = x; + Xa,
this formulation of MCA seeks coefficients a; and as such that

y = Fia; + Faas. 3)
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Similar to the problem shown in (1), this problem is also ill
conditioned. To find a particular solution, MCA follows a vari-
ational framework and minimizes a predetermined cost function
chosen to promote sparsity of a;. Once the optimal coefficients
a; and a, are obtained, MCA estimates the components as
x; =Fra;, %X =F;as. 4
To find the optimal coefficients a;, one may consider a
£1-norm approach, which can be shown as

{a1,8,} = arg min lay |, + [lazll; (a)
ap, az

such that y = Fia; + Faas. (5b)

In order to apply MCA framework to WTC mitigation prob-
lem, we assumed that the contaminated radar data y can be
modeled as

y =a; + Faas (6)

where a; represents the WTC data (F; =1I), and Foay rep-
resents the weather data. The weather data coefficient in the
transform domain F'5 (inverse transform) is denoted by as. This
time, the weather signals with a Gaussian-like PSD are assumed
to have a group sparse property in frequency or time—frequency
domain. Note that, a group sparse signal is one where large
magnitude signal values tend not to be isolated; instead, these
large magnitude values tend to form groups [24]. Furthermore,
it is assumed that the WTC signal has a sparse time derivative.
Unlike weather signals, due to the fast dynamic behavior of
the wind turbines, the power spectrum of WTC changes scan
to scan. Although WTC generates strong returns around the
low frequencies, there are also significant returns in the high-
frequency components. It is reasonable to treat time series
WTC signals as noise for weather radar systems operating in
scan mode.

The convex regularization is a standard approach in sparse
signal processing. The TV is widely used as a regularizer when
the derivative of the input signal is known to be sparse or
approximately sparse. The TV, which is the ¢;-norm of the
derivative, is defined as [25], [26]

TV(z) =) |z(n+1) —z(n)|. (7)

The ¢;-norm and other separable sparsity models do not
capture the tendency of coefficients to cluster (group sparsity).
An approach, i.e., overlapping group shrinkage (OGS), based
on the minimization of a convex cost function incorporating a
mixed norm is introduced in the literature [24]. In this approach,
the groups are fully overlapping so that the denoising method is
shift invariant and blocking artifacts are avoided. Furthermore,
it is not assumed that the group locations are known (in this
context, radial velocity), nor that the group boundaries are
known (in this context, spectral width). The group sparsity
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TABLE 1
SIGNAL SEPARATION ALGORITHM FOR WEATHER RADAR

Input Ly
Initialize: F; =1 F,=STFT, d;, >0, fori=1,2
1 vy < TVD(ay +dy, A1 /p) — dy

2: vo + OGS(ag +da, Ao/p, K) — ds

3:¢c «y—Fivi—Fyvy

4: d; %F'ﬂc

50 a; <« d; +v;

Repeat until convergence

*TVD and OGS are available on-line at

http://eeweb.poly.edu/iselesni/software/

inducing norm has been used previously to exploit overlap-
ping clustering of sparsity in [24] and [27]-[29] and may be
defined as

1
2

®)

K-1
Ga)=) lz je(n + k)|
n k

We use the TV (7) and overlapping group sparsity promoting
penalty function (8) as the regularizer to separate the two
signals. The optimization problem for WTC and weather signal
separation is defined as

min A TV(a;) + A2G(ag) (9a)
al, az
such that: a; + Foas =y. (9b)

The terms \; are the regularization parameters, and K is the
group size for the group sparse signal. Note that K does not
define the exact group size (spectral width of the weather spec-
trum). When the group size is greater than one sample (K > 1),
the groups overlap, and every element of the solution depends
on every element of the input signal [24]. The solution of the
optimization problem (9) can be achieved iteratively using the
split augmented Lagrangian shrinkage algorithm (SALSA), as
shown in Table I (see the Appendix for details).

STFT: We propose a three-window short-time Fourier trans-
form (STFT) as the transform F5 for the time—frequency repre-
sentation of the time-varying radar signature of WTC. We apply
three different weighting windows to the time series signal,
corresponding with the beginning, middle, and end. The three-
window STFT for a length NV input signal x is defined as

Xj(w) = F{z(n)w;(n)} (10)
where w; is the window function (j = 1,2, 3). We select the
power-of-cosine function

cos® [T T
(N-1) 2
as a template to design the three windows due to its flexibility.

The rectangular window function (o = 0), the cosine window
function (o = 1), and the Hann window function (« = 2) are

(1)
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Fig. 3. Window functions of STFT.

known special cases of this window function. The N-point first
half cycle of the power-of-cosine function is selected as the first
window function, given by

w1 (n) = cos® <(2N7T7711) - g) .

Similarly, the N-point second half cycle of the power-of-
cosine function is selected as a complement to the first window
function w1, given by

12)

13)

w3(n) = cos® (M ”) .

2N-1) 2

The actual power-of-cosine window is length 2N, and a half
cycle is length N. The final window function is chosen to en-
force the perfect reconstruction property (w12(n) + w2?(n) +
w3?(n) = 1) [30] and is given by

wa(n) = /1 —wi2(n) + ws2(n).

The window functions for o = 2 are illustrated in Fig. 3. The
inverse transform of the three-window STFT defined in (10) is
given by

(14)

(n) ZZf_l {X(w)} wj(n). (15)

IV. RESULTS

The proposed method was applied to the simulated data
shown in Fig. 1 to demonstrate the separation of weather
and WTC signals. The algorithm parameters were adjusted
manually to obtain the best results. The relative values of \;
and A2 in (9) influence the energy of the two signal components,
and without loss of generality, we set

Ao =1-= ). (16)
Hence, there is a single regularization parameter 0 < A\; < 1.
For processing the simulated data, A\; was selected as 0.025,
the algorithm parameter u was set to 250, and the number of
iterations was set to 200. Note that the coefficients in the STFT
domain ay are two dimensional (3 by N). Therefore, the group
sparsity problem must be solved in 2-D space. The 2-D group
size was selected as K; = 3 and K5 = 20 for the simulated
signal. (For M -dimensional space, the group size would be
defined as K = (K1, Ko, ..., Ku)).

Simulation results show that the proposed algorithm is
promising to separate the mixed weather and wind turbine
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Fig. 4. Results of the proposed signal separation algorithm: (a) True and estimated weather data (real part) in time domain and (b) their spectrum. (c) True and

estimated wind turbine data (real part) in time domain and (d) their spectrum.

radar signals. Fig. 4(a) and (b) illustrates the true (gray) and
recovered (black) signals in time and frequency domains, re-
spectively. Similarly, the true and recovered WTC signals are
shown in the time and frequency domains in Fig. 4(c) and (d),
respectively. As seen from the spectrum plots, the algorithm
exhibits particularly high accuracy in the regions containing
strong spectral moments. For the proposed method, the MSE
of recovered weather signal was computed as 4.7 x 1074,
Once again, the MSE for the recovered time samples was
computed as 48 x 10~* for the results shown in Fig. 2 (re-
sults of the sparsity-based dynamic clutter mitigation technique
introduced in [17]).!

A. Weather Radar Data

Due to the lack of known ground truth, a controlled ex-
periment data set was created to evaluate the success of the
algorithm by using KDDC data, similar to [9], [12], [14], and
[31]. The WSR-88D Level-I radar data were collected using a
Sigmet RVPS digital receiver at Dodge City, Kansas (KDDC),
in 2006. The WTC was present due to the Gray County wind
farm located southwest of the radar site. The weather data were
collected from an isolated storm at the same range and time
located northeast of the radar site. The IQ data from the wind
farm were coherently added to the weather signals to generate
contaminated weather data. Note that the data introduced were
collected in scan mode and are displayed in plan position
indicator format, as shown in Fig. 7.

The proposed separation algorithm can be applied to radar
data both with and without WTC for different purposes. The
method can be applied to the contaminated range bins to sepa-
rate the weather and WTC for the purpose of WTC mitigation.
Moreover, it can be applied to the uncontaminated range bins to
mitigate (separate) the ground clutter.

To apply the algorithm, a first step is to classify each range
bin as contaminated or uncontaminated. In most cases, wind
farm locations are known or can be discovered through public
wind farm location maps. It is also possible to use an automatic

"Note that MSE is only conclusively valid when the weather signal is not
contaminated by ground clutter. Thus, MSE metric is only used to compare the
results of simulated data sets.

Radial Velocity (m/s)  Radial Velocity (m/s) Radial Velocity (m/s)

Radial Velocity (m/s)

Fig. 5. Range-Doppler map azimuth 243° and elevation 0.4834°. (a) True
weather data. (b) True WTC data. (c) Contaminated (mixed) data. (d) Recov-
ered weather data after process. (¢) Recovered wind turbine data after process.

WTC detection algorithm to identify the contaminated range
bins [32], although we do not use this technique.

The optimum values of A\; and Ay are data dependent and
need to be selected based on the task at hand. For this particular
data set, we adjust the algorithm parameters empirically to
achieve the best result as follows: the regularization parameter
A1 was set to 0.04 for the contaminated range bins and was set
to 0.02 elsewhere. The number of iterations was set to 200, and
w1 was set to 250. The group size for the weather spectrum was
selected as K1 = 3 and K5 = 20, same to the simulation. It was
observed that the cost function converged after 100 iterations.

In order to separate the weather and the clutter (both static
and dynamic), the proposed method was applied individually
to time series signals that were collected at each time, azimuth,
elevation, and range bin. Fig. 5 shows the range-Doppler map
of the data from KDDC at azimuth 243° and elevation 0.4834°
on March 30, 2006 at 20:34:17. The range-Doppler maps of
the actual weather and WTC are shown in Fig. 5(a) and (b),
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respectively. The location of wind turbines is easily recogniz-
able, spanning the range of 37-44 km with elevated Doppler
returns across the entire spectrum. The contaminated radar
returns are shown in Fig. 5(c). The results of the proposed
algorithm are depicted in Fig. 5(d) and (e). Note that the actual
weather signal has ground clutter returns present [see Fig. 5(a)],
whereas the recovered weather signal does not contain any
clutter returns, except the residuals from the wind turbines
[see Fig. 5(d)]. The algorithm cannot fully recover the actual
input signal, but the recovered clutter-free weather data are still
more desirable for weather applications. The separated static
(ground) clutter is combined with the dynamic WTC and is
shown in Fig. 5(d). The separation process is fully reversible,
and the original contaminated signal can be recovered by the
summation of the two signal components.

Dual-polarization capabilities were not available on the
NEXRAD systems in 2006 when the data used here were
collected. As such, the analysis focuses on the three primary
weather radar variables: power, radial velocity, and spectrum
width. Each of these three variables plays a significant role
in understanding and predicting weather events and can be
harmfully biased by WTC. The power estimate, after conver-
sion to reflectivity, provides information about the nature of the
hydrometeors, including size and number, which can be used in
downstream algorithms to determine important quantities such
as rainfall rate. The radial velocity (first moment) estimator
provides valuable information regarding wind speed and direc-
tion, which is used to identify downbursts and mesocyclones.
The spectrum width estimator provides information about tur-
bulence and velocity dispersion within the resolution volume.
The power and radial velocity v estimates are calculated from

1
P =101log 10 <N § |x(n)2\> (17)
A
V=~ ZR(1) (18)

where T is the pulse repetition time, and ZR(1) is the phase
of first lag of the autocorrelation function. The estimators from
(17) and (18) were selected due to their use in the NEXRAD
weather radars (see [33] and [34]). Traditionally, clutter filtering
is performed prior to moment estimation either through an ellip-
tic filter or an adaptive spectral filter, with the goal of removing
the DC signal with minimal bias to the remaining spectral bins.
In this case, the new methodology was used in lieu of traditional
ground clutter filters, but the traditional weather radar moment
estimators were retained. The spectrum width calculation is ac-
complished through a hybrid technique developed by NCAR 09
and uses multiple lags to achieve improved accuracy for narrow
spectrum widths [35]. Reflectivity (dBZ) is a nondimensional
unit of radar reflectivity which represents a logarithmic power
ratio (in decibels, or dB) with respect to radar reflectivity factor
Z [36]. Reflectivity is often used in meteorology (weather
radar) and helps to determine the type of precipitation together
with other variables analyzed from the radar returns.

Fig. 6 shows the spectrum width, radial velocity, and reflec-
tivity estimation of the actual (red), contaminated (blue), and
recovered (green) weather data shown in Fig. 5. Note that each
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Fig. 6. Range versus (a) spectral width, (b) angular velocity, and (c) reflectivity
of the weather data (azimuth 243° and elevation 0.4834°) for true, contami-
nated, and recovered weather data.

of the variables is biased by the presence of WTC. The proposed
method is able to improve the estimation results of spectrum
width, radial velocity, and reflectivity for most of the range bins,
except three range bins between 37 and 38 km. The proposed
method has difficulties in separating the signal components
for these three range bins (see Fig. 5); thus, the estimation of
weather-related parameters is not accurate for those range bins.
Our investigations show that the actual weather to WTC power
ratio for those range bins is too low (10log(Pwx/Pwrc) <
—25 dB) to separate the signal components using the selected
algorithm parameters. Note that the algorithm parameters are
adjusted to optimize processing data over to the entire area of
interest and are not individually adjusted for each range bin.

In Fig. 7(a)—(c), the reflectivity of the true weather, contam-
inated weather, and recovered weather data, respectively, from
KDDC (March 30, 2006 at 20:34:17) at elevation 0.4834° is
shown for the area of interest. Similarly, Fig. 7(d)—(f) shows
the radial velocity estimation of the true weather, contaminated
weather, and recovered weather data, respectively. Similar to
the spectral plots in Fig. 5, the bias imposed by the WTC is
evident. The reflectivity plots display elevated values in the
WTC contaminated region, whereas the radial velocity plots
show a bias toward zero due to the stationary clutter of the
wind turbine tower (for more detailed information regarding the
locations of the wind turbines, please refer to [31]). Following
the application of the proposed method, much of the impact
of the WTC was removed. Qualitatively, some biases are still
evident, such as the red cell located at approximately (—37, —15)
in Fig. 7(f) or the elevated reflectivity located at (—33, —13)
in Fig. 7(c). Many of the significant differences are in areas of
low return power or SNR along the northern edge of the area of
interest, and these measurements would likely be censored.

V. COMPARISON WITH PREVIOUS METHODS

As discussed in Section I, different methods have been in-
troduced in the literature for WTC mitigation. However, not all
proposed mitigation methods are able to achieve time-domain
results comparable with the proposed method. For instance,
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Fig. 7. Weather data from KDDC VCP 21 (March 30, 2006 at 20:34:17) at elevation 0.4834°. (a) Reflectivity of the true weather. (b) Reflectivity of WTC
contaminated weather. (c) Reflectivity of recovered weather data. (d) Radial velocity of the true weather. (e) Radial velocity of WTC contaminated weather.

(f) Radial velocity of recovered weather data.
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Fig. 8. Range-Doppler plot of 3-D spectral interpolation technique with a
spectral clutter filter (proposed in [9]).

spectral interpolation techniques [9]-[12] are ineffective at
producing time-domain estimates of weather radar data. Fig. 8
shows the range-Doppler plot resulting from the 3-D spectral
interpolation technique with a spectral clutter filter (proposed
in [9]). Comparing Fig. 5(d) with Fig. 8, it is observed that
computing the range-Doppler map from processed time-domain
samples (the proposed method) gives better results than spectral
domain interpolation. For instance, for ranges between 40 and
42 km, the proposed method is able to preserve more details
compared with the spectral interpolation method. In addi-
tion, some residuals are observed around 38 km after spec-
tral clutter filtering and interpolation, whereas the proposed
method achieves better clutter cancellation in the same region.
As noted earlier, the proposed method fails at three range bins
around range 37 km due to low SNR, and only for these three
range bins does the 3-D spectral interpolation give better re-
sults. For future work, we are planning to investigate the results
of concatenating these two methods. The proposed method
would be used for clutter cancellation and WTC mitigation;
then, an appropriate spectral interpolation method would be
used to improve the final results.

VI. CONCLUSION

This paper has considered the problem of WTC mitigation
in weather radar data for the purpose of improving the quality
of forecasts and the performance of existing radar systems. The
technique successfully recovers (except very low SNR cases)
the weather signal component from data that are contaminated
by nontraditional WTC. The signal separation algorithm is
formulated as an optimization problem by defining a novel cost
function that incorporates both time—frequency group sparsity
and TV regularization. A three-window STFT is proposed as the
time—frequency transform to capture changes on local sections
of the signal. The fast-converging SALSA is used to minimize
the cost function by dividing the complex optimization problem
into simpler suboptimization problems.

The approach was validated using simulations and real ex-
perimental data collected using the WSR-88D KDDC at Dodge
City, Kansas. The proposed algorithm was used on real data for
two purposes: WTC mitigation on contaminated range bins and
ground clutter mitigation for everywhere else. The results show
that the proposed signal separation algorithm is a promising
approach for mitigating WTC, thus helping to improve weather
analyses and forecasts. The adaptive selection of algorithm
parameters for optimization is still an active research topic and
requires further investigation.

APPENDIX

Signal Notation: We denote the finite-length discrete signals
by bold lower case letters. The N-point signal is written as

x = [2(0),...,z(N —1)]. (19)
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The (transform) matrices are denoted by bold upper case letters
(i.e., F), and functions are denoted by regular upper case letters,
i.e., R(+). The ¢3-norm of a vector x is given as

Iz = /> [x(m)]*.

Derivation of the Algorithm: Consider the constrained min-
imization problem

(20)

(21a)
(21b)

arg min M Ry (al) + X2 Ry (ag)
aj,as

such that Fia; +Foas =y

where both R;(-) and Rz(-) are convex functions. To solve
this optimization problem, we use the SALSA [37], which
is based on the alternating direction method of multipliers
(ADMM) [38]. Note that proximal splitting methods, such as
a Douglas—Rachford approach, could be also used to solve this
problem [39].

The first step of SALSA is applying variable splitting by
introducing the auxiliary variable u to obtain

argmin A R1(u1) + A2 Ra(uz) (22a)

ai,az,ujus

such that: Fia; + Foas =y (22b)
u; —a; = 0 (22C)
Uy —ag = 0. (22d)

The optimization problem (22) can be solved iteratively by
applying the ADMM method, as shown in the following.

Initialize: u > 0,d;, 7 =1,2

Repeat
argmin Ay Ry(uy) + A2 Ra(ug)
a;,u;
AW o un —ay — dif3 + g [lug — az — do 3

st: Fra; + Foag =y
(23a)

di — di — (ui — ai) (23b)

Until convergence.

The vector d must be initialized prior to the iteration step,
and the algorithm parameters p; must be user-selected positive
scalars. The values of 1; do not affect the solution to which the
algorithm converges, but they do affect the convergence rate.

By alternately minimizing with respect to a and u, we obtain
the following algorithm.

Initialize: u > 0,d;, 7 =1,2
Repeat
uj,up < argmin A\; Ry(uy) + A2 Ra(us)

uj,us

+ 1 Jur—ar —dy|3+ 42 us—az—ds|; (24a)
argmin gy [uy —a; —di[|5+p2 [us —az — do |3
ap,ag < ai,az
st: Fra; + Foag =y

(24b)
(24¢)

di<—d¢—(ui—a¢), i=1,2.

Until convergence.
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Note that u; and uy are decoupled in (24a); thus, it can be
written as

u; < argmin \; R;(w;) + pi ||lu; —a; — dng

u;

(25)

If we assume that F; is a tight frame, i.e., it satisfies the property
FiF;" = Ifor¢ = 1, 2, then the solution of (24b)

argmin i1 ||1,I1 —a; — d1||§ + U2 Hug —ags — dQHg (26)
ajp,az

st Fia; +Foax =y 27)

is given explicitly by

1/1 1\*!
a; = (ui_di)+_<_+—>
Mg \ 1 2
x F (y = Fi(u; — d;) — Fo(uz — dy)) . (28)
Because ; is independent of the solution, it is convenient to set

1 = pe = p. The resulting iterative algorithm can be written
as follows.

Initialize: u > 0,d;, 71 =1,2
Repeat

u;  argmin A\ R;(w;)+pllu;—a;—dif; i=1,2  (29a)

C <—y—F1(u1 —dl) —FQ(UQ —dg) (29b)
1

a; — (u; —d;) + 5F';c i=1,2 (29)

di — di — (ui — ai) 1=1,2 (294d)

Until convergence.

Further simplification is made possible by defining v; =u; —d;,
which gives the following result.

Initialize: © > 0,d;, 71 =1,2
Repeat

Vi <—(argmin )\iRi(Vi—l—di)—l-/AVi—ang) -d; i=1,2

Vi

(30a)

c+—y—Fivi —Faovo (30b)
1

a; «— v+ 5F;*c i=1,2 (30c)

d; < a; —v; i=1,2. (30d)

Until convergence.

Rearranging the terms a; and d; to eliminate redundant compu-
tation gives the final iterative algorithm, shown in the following.

Initialize: u > 0,d;, 71 =1,2

Repeat
2 <—<argmin )\iRi(vi—i—di)—i—Mvi—ang) -d; i=1,2
N (31a)
c+—y—Fivi —Faovo (31b)
d, « %FiHc i=1,2 (3lc)
a; «—d;+v;, i=12. (31d)

Until convergence.
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We have proposed that WTC and weather be obtained by
solving (9) with

F,=1 (32a)
Ry(z) =) |z(n+1) - z(n)] (32b)
K-1 3
Ro(x) =) > |z(n+ k) (32¢)

n k

Here, the function R;(-) promotes the sparsity of the first
derivative of the input signal [26]. The penalty function Ra(-)
is the OGS function which promotes group sparsity, where K
defines the group size [24].

The subminimization problem in (31a) for ¢ =1 can be
rewritten by substituting the TV in place of R;, shown as

vy < | argmin /\12|v1(n+ 1) —v(n)+di(n+1)

n

—di(n)| + plvi —auly | —di. (33)

Focusing on the suboptimization problem inside the parenthesis
and introducing the new variables g = v; +d; and e =d; +
a1, the suboptimization problem can be expressed as

arg min >\1Z|9(n+1) —g(n)| + pllg — |3

n

(34)

Problem (34) is a TV denoising (TVD) problem and can be
solved using one of several previously developed algorithms,
e.g., [26] and [40]-[44]. Substituting TVD in place of the TVD
problem, (33) can be rewritten as
A1
vi < TVD(a; +d;,— | —d;. (35)
I
The subminimization problem in (31a) for ¢ =2 can be

rewritten by substituting the overlapping group sparsity equal-
izer [see (32¢)] in place of R, shown as

1
K-1 2

argmin Ay Z Z lag(n+k)|*

2 n k

Vo

+plva—as)3 | —di. (36)

By introducing the new variables h = vo +ds and f = ds +
ay, the suboptimization problem inside the parenthesis in (36)
is given by

1
2

K—1
arglfnin )\QZ §:|h(n—|-k)|2 +plh—f£)3. 37
n k

Problem (37) is a group sparse signal denoising problem and can
be solved using one of several recently developed algorithms,
such as [24] and [28]. Therefore, (36) can be written as

A
vy < OGS (a2 +do, fK) —ds. (38)
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The proposed method for the weather data and WTC separa-
tion problem is summarized as follows.

Initialize: ¥y =1, Fo = STFT, p > 0,d; = 0,7 = 1,2
Repeat

A

v, < TVD (a1 +dy, i) —d; (39a)
A2

vy < OGS (as +dy, 22, K | —dy (39b)
I

C<—y— F1V1 — F2V2 (390)

1
d; « iFiHc, i=1,2 (39d)
a; < d; + v, 1 =1,2 (39¢)

Until convergence.

Note that we initialize d; = 0, but the algorithm is globally
convergent regardless of the initialization. Proposed approach
(39) can be implemented, as shown in Table I.
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