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1 Capacity Model

We consider a generic multi-channel wireless network mestiély ahyper graphG = (V, H), whereV

is the set of nodes, anfl is the set of broadcast links (potentially operating atedéht channels). Each
broadcast link € H can be represented byhgper-arcl = (i, J), with : € V being the transmitter and
J C H the set of intended receivers withils broadcast range. To model selective broadcast and {&ariab
range/rate broadcast from a transmitter, we allow one nmtlaxe multiple hyper-arcs, each of which has a
different subset of intended receivers. Due to interfeedretween adjacent transmissions, not all broadcast
links can be activated simultaneously. Lgj be the transmission rate on lifk .J), and Z be the set of
rate vectors that can be scheduled at any given time. Throoghsharing between different rate vectors
in Z, the feasible link rate region of the whole network can berattarized by the convex hull of,

Zz £ CH(’Z). For clarity of presentation, we start with a single mubiicaession consisting of a source
and a set of receiverB C V. We will study the multiple multicast sessions case in acH. For a single
multicast session, we are interested in the following doest

1. What is the highest rate at which the sous@an multicast data to all receiversii?

2. How do we achieve the highest rate through joint data gpduting, and link scheduling?

It has been shown recently that the optimal multicast ratebeaachieved through network coding in
general network topology. The problem can be cast into asrimdtion-flow based utility maximization.
Specifically, letrs be the multicast rate at sourgelUs(-) be an increasing and strict concave utility function
of the multicast session. Let the transmission cost on{inK) be C; ;(z;;), whereC;;(-) is an increasing
strict convex function. According to network coding thedoyachieve a multicast rate, it is necessary and
sufficient to establish an information flow frosrto each receivet € T, subject to the capacity constraints
on all wireless links in the network. Asiillustrated in Figut, letz} ;; be the information flow for destination
t on broadcast linki, J) through relay;j. Then the optimal multicast rate can be obtained by solvireg t
following problem.

Baseline Capacity Model: Primal Problem

{Z“}rgl;?x%} o Z;H Cis(2ir) @)

subject to:
EjengJjgziJ, V(i,J) e H VteT, 2
Y eH et Tirp = 2mneHliel Tmpi — Ts1(i=15) >0, VteT, Vi#t, )
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Figure 1: Multicast Information Flow over Multi-hop Wireds Network

where constraints (2) ensure the information flow througtndmoadcast link for each destination is bounded
below the scheduled link rate, and constraints (3) reptdkerinformation flow conservation on each node
for each destination. In the capacity mode],corresponds to source rate contralcorresponds to link
scheduling,x corresponds to network coding based content schedulingariohg. In the model, if the
source multicast rate is fixed, the cross-layer schedutirpiimized for minimum network-wide transmis-
sion cost. To account for battery capacity on individual emydone can increase the link ca@st;(-) as
the battery life on node decreases. This way, the scheduling solution will lead toent@lanced battery
consumption on all nodes.

When there is a set of sourcésfor the multicast session, rather than a single source, whgn the
same content is available at multiple nodes, one can augimemetwork by adding a virtual super source
s and virtual no-cost infinite-bandwidth link&, s;), ¥s; € S. Multicast from the sefS in the original
network is equivalent to multicast from the single sougci the augmented network. When there are
multiple multicast sessions in the network (unicast sessan be treated as a single-source single-receiver
multicast),inter-session network codingan potentially further improve the multicast efficiencytop of
intra-session coding [1, 2]. However, the complexity oemsession network coding is generally high.
As will be discussed in Section 3, without considering igession coding, the capacity model is readily
extended to multiple multicast/unicast sessions.

2 Optimal Cross-layer Scheduling

The joint optimization problem has a concave objective fiomg linear constraints and a convex feasible
set forz andx. It is a convex optimization problem, and can be solved byctireesponding dual problem
without duality gap. One way to formulate the dual problentoisntroduce lagrange multipliers to relax
constraints (3). Leg! be the lagrange multiplier for the information flow conséiaa constraint on node
for destinationt (by default, we set! = 0). Then the Lagrangian can be formulated as

L(T&Z?Xv q) é U(TS)_ Z CiJ(ZiJ)+Z qu Z ngj - Z l’inji - 7asl(i — 3)
(i,J)eH teT i#t (i,J)eH,jeJ (m,IyeH|iel
(4)

The dual functionD(q) is by definition the maximization of the Lagrangian
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subjecttoz € 2, > aly; <z, Vi, J)eH, VteT (6)
=
Given multipliersq, the dual functionD(q) can be obtained by solving two sub-problems.
Source Rate Control Sub-problemS;:

S1(q) = max U(rs) qurs @)

teT

Link and Content Scheduling Sub-problem.S:

f%iXZZqz( S e T o] Tt o
(i,J) @,

teT i#t JYeEH,jeJ <m,1>eH\ieI i,J)eH
subjecttoz € 2, > aly <z, Vi, J)eH, VteT 9)
jeJ

By changing the order of summation in (8), we have

52((1) max Z Z (%t zJ] Z CZJ zzJ

Z5. <z
2€2.3 ey iy SR jep G, JYeH j€J (i, JyeH

= max Z {Z (Z max Z(q q]) ,J]) CiJ(ZiJ)}

opt <z
(z JyeH | teT jed TigjSFT ey

[

teT

= max {Z[rglg;c(q —q;)] ZzJ—CiJ(ZiJ)}
(1,JyeH

= max 5 wigzig — Cig(2ig),
VA
(i,J)eH

where the weight of broadcast lifk J) under multiplierq is

wiy =) _[max(af - q)]* (10)
teT

ThenD(q) = Si(a) + S2(a).

Due to the strong duality, we can obtain the primal optim{ih, x*} by solving the dual optimiza-
tion D(q*) = ming>o D(q). The dual optimization can be solved by the standard sulggrachethod.
Specifically,g* can be approached by the following iterative algorithm

a(k +1) = [a(k) — h(k)&(k)]T, (11)

wheref(k) is a subgradient of the dual functidn(-) atq(k), h(k) is the step size. Letrs(k),z(k), x(k)}
be the optimizing variables solving (7) and (8)gk). One subgradient can be obtained as
Ghy= > @iy — Y appulk) - (k)i = s) (12)
(i,JyeH,j€J (m,IyeH|iel

To calculatet (k), we have

Source Rate Control: rs(k) = argmax Ug(rs) qurs, (13)
Ts teT
Link Scheduling:  z(k) = argmax » w2y — Cis(zi), (14)
z€Z

(i,J)yeH
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Information Flow Routing: The information flow variables?;;(k) can be calculated in the following
ways:

o if z;;(k) > 0 andmax;c (g (k) — ¢j(k)) >0

1. letbi(k) £ max;e;(qf (k) — qj(k)); and B} (k) = {jlq} (k) — q}(k) = bi(k)}

2. aty;(k) = 0,if j ¢ Bi(k);
3. aly;(k) = ek if 5 € Bi(k);

o otherwises};(k) = 0, Vj, Vt;

Follow the convergence theorem of subgradient methodanjf_,., h(k) = 0 and) 72, h(k) = oo, the
iterative algorithm converge to the dual optimuliq*), and the variable$r;(k), z(k), x(k)} converge to
the primal optimum{r¥, z*, x*}.

2.1 Physical Interpretation
In equation (11), if we fix the step size to hék) = h, defineQ!(k) = q¢!(k)/h, then we have

+

Qik+1) =S Qik) — | > wlyk)— Y alk) — (k)i =) (15)

(1,J)eH,jeJ (m,I)eH|iel

ThenQ! (k) is the the backlog of thimformation flow queuen nodei for destinatior¢. An information flow
queue is the counterpart of the per-destination queue dnreste in the optimal cross-layer scheduling for
unicast flows [3].q(k) coordinates the scheduling at three layers:

Source Rate Control — Information Queue Backpressure

In equation (13), the source rate is regulated by the dérévaif the multicast utility function and the
summation of the information queue back-pressure at theesayer all its destinations. Recall for unicast,
each source only reacts to back-pressure from its assoantgle destination.

Link Scheduling — Maximum Information-Weight Matching (MIWM)

In equation (14), the link weight for a broadcast lifik.J) is w;; £ Y,.r[max;c;(q! — gt e, the
summation of the maximum differential queue length betweme; and any neighbor in set over all des-
tinations. The link scheduling is calculated as the sofuttbthe maximum information-weight matching
problem defined in (14). MIWM is different from the Maximum What Matching (MWM) policy for the
unicast case. In MWM, each link has one intended receiviéerdnt flows to different destinations compete
for bandwidth on a link, and the urgency of activating a usiidiak is measured by the maximum differential
gueue length over all destinations. In multicast, one Hypecan have multiple intended receivers. For a
destination, the urgency of activating a hyper link is meediy the maximum differential queue length for
the destination between the transmitter and its intendeglvers. With perfect network coding, information
flows to different destinations in the same multicast sessave no bandwidth conflict on a hyperlink. They
can be simultaneously carried by a hyperlink as long as theéividual rates are smaller than the transmis-
sion rate of the hyperlink. In other words, activating a hiipk can simultaneously benefit information
flows to different destinations in the same session. Coresgtyfor a single multicast session, a hyperlink
is weighted by the summation of the maximum differentialpiengths to all multicast destinations.
Routing — Greedy Information Flow

In unicast, when a link is activated, its link bandwidth idgo transmit the traffic for the destination
maximizing the differential queue length. In multicast,emha hyperlink is activated, its link bandwidth is
used to transmit information for all destinations with inf@tion backlog on the transmitter. If a broadcast
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link (i, J) is activated, for each destination, information only flonei node; to the subset of neighbors
maximizing the differential queue length.

3 Multiple Multicast Sessions

When multiple multicast sessions overlap in time, they cetafor the bandwidth available in the network.
The content scheduling, routing and link activation of amnent sessions are tightly coupled. Our baseline
analysis can be extended to study the optimal sharing battixeen. Specifically, there is a sgtof asyn-
chronous P2P sharing sessions. For a session detthe source, (for a session with multiple souress,
the virtual super-source), arid be the set of active receivers of sourceWithout loss of generality, we
assume there is no overlap between receiver sets of diffsoemces. (If there is one node joins multiple
multicast sessions, we can generate multiple virtual nceiesh of which joins one session, and is connected
to the node with a infinite-bandwidth virtual link)

The optimal sharing between sessions can be formulated as:

max Z Us(rs) Z Cig(zig) (16)
{zis}ez, {xzs]]t)} seS (1,J)eH
subject to
Siesa) <2, szl <z VseS, VieT,, Vi, J)eH 17)

S inener T = Sneicr T —rslli=5)>0, Vs€S, VteT, Vi#t, (18)

wherexgj’;) is the information flow from source to its receivert on broadcast linK:, J) through relayj,

zfj) is the bandwidth share of sessionn (i, J). Similar to the single-session case in Section 1, the optima

multi-session sharing can be obtained by a cross-layedsthg policy.
Let ¢! be the lagrange multiplier for the information flow conséia constraint (18) on node for
destinationt (by default, we se! = 0). Then the Lagrangian can be formulated as

L™ (r,z,x,q) ZU (rs)— Z Cig(ziy) +ZZqZ Z xgj;)_ Z xS}tg—rsl(izs)

ses (i,JyeH teT i#t (i,J)yeH,jeJ (m,I)eH|iel
(19)
The dual functionD™ (q) is by definition the maximization of the Lagrangian
D™(q) £ max L™(r,zx,q) (20)

r,z,x
subjectto: Y a5 <2, N2 <y zez, VseS, WteT, WiJ)eH (21)
jeJ SES

Given multipliersq, the dual functionD(q) can be obtained by solving two sub-problems.
Source Rate Control Sub-problemST":

S (q) = max Us( qurs (22)

teT

Link and Content Scheduling Sub-problemS3:

rrzlz)i{x Z Z Z q; Z xgj;) — Z SJZ Z Cis(2ir) (23)

seS teTs i#t (i,J)eH,j€J (m,I)eH|iel (i,J)eH
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subject to: Zx < zl(j, ZZJ <zy, z€Z VseS, vVteT, Vi, J)eH (24)
jeJ seS

By changing the order of summation in (23), we have

@ & max S0 Y @-del) - D Culan)

L)
2jes Tigy SFiy 2ses Fig SFi02CZ seSteT, (i, J)eH,je ] (i,JyeH

= max Y {Z S max M (Z@ g f;;’) cmzm}

( ) s,t)
’L J eH ZiJ <zig seS Z‘]EJ"EZJJ <ZZJ teTs jEJ

~ max max > Y <max gt — gh)l*2 f}) - cmzm}

€z { 2(8)
? (i,J)eH 2ses 7y SFT seS teTs

= max Z {Z max szJ zJ — zJ(zzJ)}

L(s)
(i,JyeH ses %y SFid seS

= max E wigzig — Cig(zi1),
zEZ
(i,J)eH

where the weight of broadcast lifk /) under multiplierq is
A (s) ; (s) &
wiy & maxw, with w —t;[rglgf(q — )" (25)

ThenD™(q) = S7"(q) + S5'(q).

Due to the strong duality, we can obtain the primal optimiah, x*} by solving the dual optimization
D™(q*) = ming>o D™(q). The dual optimization can be solved by the standard suigradiethod.
Specifically,g* can be approached by the following iterative algorithm

q(k + 1) = [a(k) — h(k)§(K)]T, (26)

whereé (k) is a subgradient of the dual functidw™ () atq(k), h(k) is the step size. Letr(k), z(k), x(k)}
be the optimizing variables solving (22) and (23jék). One subgradient can be obtained as

gy = > 2w - Y Uk —rkii= ) 27)

(i,J)eEH,j€J (m,IyeH|iel

To calculatet (k), we have

Source Rate Control:  ry(k) = argmax Us(r;)— Y qlrs, (28)
Ts teT
Link Scheduling: ~ z(k) = argmax » w2y — Cislzi), (29)
2€2 i JeH

Information Flow Routing: The information flow variablesl(.j’]'?)(k) can be calculated in the following
ways:

o if 2is(k) > 0, et S;(k) = {s|wl) (k) = wis(k)}, then=(s) = 0,if s ¢ Siy(k); 2 = Z28 if
s € Sij(k), for vt € Ty, letb(k) £ max;e (g} (k) — q}(k)), if bi(k) > 0, then

1. let B! (k) = {jlq! (k) — ¢} (k) = bl(k)}
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2. 250 (k) = 0,if j ¢ Bl(k);

s, 2Dy . .
3. 3] (k) = Tergt it 5 € Bi(k);

o Otherwisex(7! (k) = 0, j, Vs, ¥t;

With multiple multicast sessions, when a broadcast lik/) is activated, its link bandwidth is equally

shared between all sessions maximizing the informatidn\AiBightng). Within each session, similar to
the single multicast session case, for each destinatiforniation only flows from nodé to the subset of
neighbors maximizing the differential queue length.

Follow the convergence theorem of subgradient methodanijf .. h(k) = 0 and> ;2 , h(k) = oo,
the iterative algorithm converge to the dual optimii¥t (q*), and the variable$r(k), z(k), x(k)} converge
to the primal optimum{r*, z*, x*}.

The current analysis assumes there is no content coding @different sessions. As demonstrated in [2],
inter-session network coding can provide additional g&le. will investigate the adoption of inter-session
coding in future our analysis and designs.
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