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Abstract
Under device failures and maintenance activities, network resources reduce and congestion may arise inside

networks. As a result, users experience degraded performance on packet delays and losses. Traditional approaches
focused on rerouting traffic to alleviate network congestion and improve users’ performance. However, due to the
network capacity reduction, traffic rerouting alone cannot always satisfy users’ performance requirements. In this
paper, we study a dual approach that combines traffic blocking (rate-limiting) at the edge of a network and traffic
rerouting inside the network. While ingress traffic blocking reduces the utility of network users, overall network
performance can be significantly improved due to alleviated congestion and shorter routing paths. Therefore, it is
important to design ingress traffic blocking and routing jointly to achieve a good balance between the two factors.
Working towards this goal, we formulate a joint ingress blocking and routing optimization problem. We develop
mechanisms to introduce blocking and routing differentiations among users with different service priorities and with
different level of impact to network congestions. Using network topologies and traffic demands collected from a
Tier-1 ISP network, we evaluated our approach. Our result shows that by blocking only a small fraction of traffic,
one can greatly reduce network congestion under severe failures and maintenance activities. Our solution efficiently
identifies the optimal blocking and routing differentiation among heterogeneous users and achieves much better
performance in comparison with proportional traffic blocking. The proposed algorithms can be easily adopted by
network service providers in their traffic engineering practices.

I. I NTRODUCTION

In a large scale system such as an ISP or an enterprise network, it is unrealistic to assume or to ensure the
well-functioning of all components. Unexpected failures, such as a cut on a fiber or a conduit, a breakdown of
network device (electronic or optical amplifier, line card, port, router, etc.) may occur at any time and can take a
few hours up to several days to repair. In addition, important maintenance activities, such as a router IOS upgrade,
can also take network resources out of service in the meantime. Therefore, it is important to design the network
topology and select the routing strategy in a way such that the network can be robust to sporadic component failures,
even though it means added cost and reduced efficiency in many cases. On the other hand, it is equally important
to have the optimal adaptation strategy so that network resources can be reallocated to best accommodate traffic
demand under failure conditions. This is done by adjusting the routing of the traffic in the presence of failures.

There are two classes of intra-domain routing protocols that are commonly used in the Internet. The first class
is link-state-routing, represented by Open Shortest Path First (OSPF [1]) and Intermediate System-to-Intermediate
System (IS-IS [2]) routing. In OSPF and IS-IS, each link is associated with a positive weight and traffic is routed
along the shortest paths defined by the link weights. In cases of ties where several outgoing links are on the shortest
paths to the destination, the flow is split evenly among them. In the second class, represented by Multi-protocol Label
Switching (MPLS [3]), routing can be more flexibly defined. In MPLS, routing path and splitting fraction can be
arbitrarily chosen based on the source and destination of the traffic flows. In both cases, routing configurations (link
weights, splitting fractions) are determined in tune with the “normal” traffic and network conditions. Under failures
or maintenance activities, network bandwidth resource may be greatly reduced. Even though routing protocols can
converge to new routes that bypass failures, the routes are not tailored for the surviving bandwidth resource, causing



congestion inside the network. As a result, network users would experience performance degradation on packet
delays and losses.

To address this problem, network operators have developed proactive and reactive countermeasures. For planned
maintenance activities, a set of routing configurations can be computed based on the expected surviving bandwidth
and demand matrix. These new configurations are then deployed in network before the planned intrusions take place.
For hardware failures, this procedure is triggered by network alarms and operation tickets in a reactive manner,
where the up-to-date network topology and capacity information is used in deriving new routing configurations that
alleviate network congestion.

Adapting to new routing paths under network capacity losses allows full utilization of the available bandwidth.
However, in some cases, surviving network capacity can no longer accommodate the traffic demand due to serious
failures that take down a significant portion of the network bandwidth. As congestion is unavoidable in such
cases, significant packet delays and massive packet losses on congested links are expected. An alternative to this
unavoidable traffic loss at the internal network links is to drop the traffic at the edge of the network. This is
achieved by configuring rate limiting ACLs (access control list) at the periphery of the network. In this way, traffic
that would route through the congested links and hence are doomed lost can be blocked as early as possible. On
the other hand, even if in some cases a set of the routes can be found to accommodate the overall traffic demand,
the quality of the resultant routing paths (e.g., path delay) may deteriorate. For many delay sensitive traffic (e.g.,
voice of IP, gaming), such degradation may be intolerable. Enabling ingress blocking for some low priority traffic,
although reducing network utility due to the blocked traffic, can lead to improved delay performance of the feasible
routing paths, therefore improves the overall quality of the network service.

In this paper, we study the problem of identifying the optimal congestion mitigation strategy under critical
network conditions by utilizing both ingress traffic blocking and traffic routing. Our goal is to minimize the impact
of network capacity reduction due to failures and maintenances on the overall network service quality. In particular,
we formulate a joint ingress blocking and routing optimization problem that identifies the best balance between
the network performance experienced by the admitted traffic and the utility loss due to the blocked (rate-limited)
demand. To the best of our knowledge, this is the first work that jointly consider both rate control for network
demand pairs and adaptive route optimization under network failures and maintenances. Our formulation includes
both blocking and routing differentiation among user demands with different service priorities. We propose solution
techniques for both the source-destination (MPLS) and the link-state (OSPF/IS-IS) intra-domain routing protocols.
By using realistic network and traffic demand data collected from a Tier-1 ISP network, we evaluate our approach
and study the tradeoff between traffic blocking and the path delay quality. We find that our proposed solution can
effectively identify the desired tradeoff. Compared with the state-of-the-art approach where only traffic rerouting
is considered under severe network capacity loss, our solution can significantly reduce (by 60% in our experiment)
the average path delay of the surviving network by blocking a small amount (4%) of low priority traffic. This
is encouraging since it suggests that by considering this new dimension of control (ingress blocking), the overall
network performance under failures and maintenances can be greatly enhanced.

The remainder of the paper is organized as follows. In Section II, we review related work. We formulate the joint
ingress blocking and routing problem in Section III. The methodology of solving the joint optimization problem
is described in Section IV. We present in Section V experimental results to demonstrate the effectiveness of the
proposed approach. We conclude the paper and list directions for future work in Section VI.

II. RELATED WORK

Most intra-domain routing in the Internet is carried out by dynamic routing protocols, such as OSPF [1], IS-IS [2],
and MPLS [3]. Ideally, an optimal routing should simultaneously provide good QoS perceived by end users (e.g.,
small delay, low loss, and high throughput) and good network-wide performance (e.g., balanced load, robustness
against network failures, and resilience to malicious attacks). Even though the routing optimization problem has
been well-studied in literature [4], [5], it is still very difficult to operate a large network in its “optimal” state. When
the network topology is large, it is challenging to calculate and implement optimal routes, especially in a distributed
fashion. Approximation algorithms have been proposed to find routes that achieve close to optimal performances [6],
[7]. Furthermore, it has been shown that Internet traffic presents high variability in multiple time-scales [8], [9].
Dynamic update of optimal routes in response to traffic changes is prohibitively expensive [10]. Meanwhile, timely



estimation of traffic demand matrix is a challenging task [11], [12], [13], where the derived traffic matrix usually
has limited accuracy. To address these issues, extensive research has been made on identifying routes that are robust
to traffic variations [10], [14], [15] and traffic demand estimation errors [16], [17].

Random router and link failures are encountered on a daily basis in large IP networks [18]. Network operators also
take down routers and links for routine network maintenances. The state-of-the-art solution for network under failures
and maintenances is to reroute traffic, where network routes are re-configured locally or globally to route the original
traffic demand in the reduced network topology. Backup paths can be pre-configured for fast routing restoration [19],
[20], [21], [22]. Research has also been conducted to make routing configurations, such as link weights, robust to
network resource reduction [23], [24] so that routing algorithms can quickly converge to new routes under failures
and maintenances. However, due to the reduction in network resources, users experience degraded performance
after routing reconfigurations. Large scale failures can cause the network incapable of supporting the supplied
traffic demand, leading to long network delays and high packet losses. To avoid excessive network congestion,
our solution blocks traffic demand at the network ingress points, so as to maintain good performance for admitted
users. To the best of our knowledge, this is the first work on combining traffic blocking and rerouting for critical
network conditions.

Ingress traffic blocking is essentially a rate control problem for network demand pairs. Classic network rate
control studies the optimal rate allocation for users withfixedroutes. A utility-price based framework was proposed
to study the fairness and stability of congestion control schemes [25], [26], [27], [28]. Solutions to the distributed
optimization problem with different utility functions lead to different levels of fairness among users, such asmax-min
fairnessandproportional fairness. Recently, the interaction between TCP congestion control and dynamic IP routing
has been studied as a joint utility maximization problem [29], [30]. Joint rate control, routing and resource allocation
algorithms have been proposed to achieve the optimal resource utilization in wireless and sensors networks [31],
[32], [33], [34], [35]. We study the joint ingress blocking and routing problem in the context of network failures
and maintenances. The goal is to maintain good network-wide delay performance at the price of minimal network
traffic loss. We also consider the blocking and routing differentiation among users with different service priorities.

III. F ORMULATION : JOINT BLOCKING AND ROUTING

In this section, we formulate the joint optimization problem with both ingress blocking and routing. We start with
a baseline model designed for MPLS type of flow routing. We then augment the baseline model with additional
constraints and variations of its objective function to introduce ingress blocking and routing differentiation among
users with different service priorities. The baseline model is also simplified to utilize source-destination based
routing. At the end of the section, we show how to use the baseline model in link-state shortest routing.

A. MPLS Baseline Model

Consider a networkG0 = (V0, E0) shared by a set of usersD. Let Ii and Ei denote the ingress and egress
points for useri ∈ D respectively. The expected traffic volume of useri is d0

i . Under failures or maintenances,
the network topology is reduced toG = (V, E), with surviving capacitycj for each linkj ∈ E. To maintain a
good network-wide delay performance, ingress routers conduct admission control to block excessive traffic. Ingress
routerIi admitsdi ≤ d0

i amount of traffic from useri. We quantify users’ satisfaction using utility functions of their
admitted traffic rates. LetUi(di) denote useri’s utility at rate di. We assumeUi(·) is an increasing and concave
function. It follows that useri’s utility loss due to traffic blocking isUi(d0

i )− Ui(di). Let B , {di, i ∈ D} be the
vector of admitted traffic for all users. The aggregate network utility loss is

JU (B) =
∑

i∈D

(
Ui(d0

i )− Ui(di)
)
. (1)

SinceUi(di) is increasing and concave indi, JU (B) is decreasing and convex inB.
Admitted traffic will be routed to minimize network-wide delay. We start with a baseline model for MPLS type

of flow routing. Link weights based shortest path routing, such as OSPF/IS-IS, will be discussed later. For a flow
routing, we denote byτ l

i the traffic rate of useri allocated to linkl, l ∈ E. A legitimate set of routes for useri



{τ l
i , l ∈ E} should satisfyflow conservationon all nodes in the network:

∑

l∈O(v)

τ l
i −

∑

l∈P(v)

τ l
i =





di if v = Ii

−di if v = Ei

0 otherwise

, (2)

whereO(v) is the set of outbound links andP(v) is the set of inbound links at nodev.
Given all users’ routesR , {τ l

i , i ∈ D, l ∈ E}, the total traffic rate on linkl is fl =
∑

i∈D τ l
i . Similar to [5],

[4], we approximate the congestion delay on linkl usingM/M/1 formula 1
cl−fl

. If the propagation delay on link
l is pl, the average end-to-end delay for useri is

φi(B,R) =
1
di

∑

l∈E

τ l
i

(
1

cl − fl
+ pl

)
. (3)

The network-wide aggregate delay is thus the weighted sum (by traffic volume) of all users, as shown below.

JD(B,R) =
∑

i∈D

diφi =
∑

l∈E

(
fl

cl − fl
+ flpl

)
(4)

Obviously JD(B,R) increases with the admitted trafficB given any fixed routesR. JD(B,R) is also a convex
function ofB andR.

Our objective is to find a joint solution of blockingB and routingR that achieves a good balance between the
network delayJD and utility lossJU . Working towards this, we formulate a weighted sum optimization problem:

min
{B,R}

(1− α)JD(B,R) + αJU (B,R), (5)

subject to (2) and

di ≤ d0
i , ∀i ∈ D, (6)

fl ≤ cl,∀l ∈ E, (7)

τ l
i ≥ 0, ∀i ∈ D,∀l ∈ E, (8)

di ≥ 0, ∀i ∈ D, (9)

where the weight0 < α < 1 controls the balance between the network delay performance and utility loss in the
objective function. Constraints (6) state that admitted traffic of a user cannot exceed offer demand. Constraints (7)
state that the aggregate traffic over a link cannot exceed the surviving capacity of the link. From (1) and (4), the
objective function is convex inB andR. The constraints defined in (2) and (6)∼(9) are linear. Overall, system
(1)∼(9) defines a convex optimization problem.

For a givenα, by solving this convex optimization problem, we can obtain the optimal joint solution of blocking
B∗(α) and routingR∗(α). The network delay isJ ∗

D(α) and the utility loss isJ ∗
U (α). We can tuneα to achieve

the desired balance between the network delay and the utility loss. We will demonstrate this through experiments
in Section V.

B. Differentiation between Users

A simple blocking strategy is to block all users proportionally, i.e.,B(η) , {di = ηd0
i , 0 < η < 1, i ∈ D}. Let

R∗(η) be the minimal delay routing under proportional blockingB(η):

R∗(η) , argmin
{R}

JD(B(η),R).

UnderB(η) andR∗(η), the network-wide delay isJ ∗
D(η) and the aggregate user utility loss isJ ∗

U (η). SinceJ ∗
D(η)

increases withη andJ ∗
U (η) decreases withη, one approach to achieving balance betweenJ ∗

D(η) andJ ∗
U (η) is to

try to satisfy the network delay performance requirement by blocking as little traffic as possible. In this case, the
joint blocking and routing problem can be formulated as:

max
0<η≤1

η, subject to J ∗
D(η) ≤ BD,



whereBD is the upper bound requirement on the network-wide delay. In proportional blocking, the optimal blocking
ratio η∗ is independent of the utility functions of individual users and can be identified efficiently through binary
search.

In real network environments, network users are heterogeneous. Network service providers give them different
service priorities according to the service level agreement (SLA). Users with higher priorities should be blocked less
and assigned to routes with smaller delays. In addition, users with the same priority have different ingress and egress
points. They contribute differently to network congestion even if they have the same traffic rates. Consequently they
should be blocked (i.e., rate-limited) and routed differently. Therefore, user differentiation in blocking and routing
is necessary to achieve the optimal network-wide performance.
Blocking Differentiation. To introduce blocking differentiation between users, we introduce different lower bounds
for the admitted traffic rates of users with different priorities. In other words, we modify the constraint in (6) to
dm

i ≤ di ≤ d0
i for user i ∈ D. In the extreme case, if we setdm

i = d0
i , no traffic of useri can be blocked.

The variabledi will be replaced by the constantd0
i in (5). We can also introduce blocking differentiation in our

framework by manipulating user utility functions. Assign a “higher-value” utility function to a user will make him
less likely to be blocked at his ingress point.
Routing Differentiation. To implement routing differentiation, we allow different users between the same pair of
ingress-egress points to take different routes. In addition, we use aweightednetwork delay performance:

JD ,
∑

i∈D

widiφi =
∑

l∈E

(
zl

cl − fl
+ zlpl

)
,

wherewi is the weight for useri, andzl =
∑

i∈D wiτ
l
i . A user with a higher weight is likely to be assigned to a

shorter route. The optimization problem changes to

min
{di,τ l

i}
(1− α)

∑

l∈E

(
zl

cl − fl
+ zlpl

)
+ α

∑

i∈D

(
Ui(d0

i )− Ui(di)
)
. (10)

The linear fraction in the first term makes it no longer convex. To obtain an approximation solution, one may still
approximate the first term by a combination of linear functions of(zl, fl) and the second term by a set of linear
functions ofdi . Then (10) can be solved approximately as a linear programming problem.

Even without delay performance weights, it is possible that the joint optimization returns multiple paths for
a group of users sharing the same ingress-egress pair. Then routing differentiation within this group can still be
achieved by assigning users with higher priorities to shorter paths. We will elaborate on this in the following section.

C. Simplification: Source-Destination Routing

In an MPLS routing formulation, every useri has a set of routing variable{τ l
i , l ∈ E}. Thus, different user

demands with the same ingress-egress points can have different routing paths depending on their SLA. However, in
a source-destination based routing, all users sharing the same ingress-egress point pair are enforced to use the same
set of routes. Ideally, one would like to adopt source-destination based routing in the optimization problem (5),
since this largely reduces the number of routing variables. The concern is whether we sacrifice the quality of the
routing solution by doing so.

In fact, as we proved in Appendix A, if there is no differentiation in users’ delay performance, the optimal
source-destination routing can achieve the same performance as the optimal MPLS routing. For source-destination
routing, we can adopt routing variables{xl

(s,d), (s, d) ∈ V × V, l ∈ E}, where xl
(s,d) denotes the fraction of

traffic from ingress nodes to egress noded routed to link l. Then flow routing variables{τ l
i , i ∈ D, l ∈ E}

in (5) can be replaced byτ l
i = dix

l
(Ii,Ei)

. However, optimizing variablesdi and x appear in product forms and
makes it difficult to solve. We can put all users sharing the same ingress-egress point pair(s, d) into one group
D(s, d) = {i ∈ D|Ii = s andEi = d}. For each groupD(s, d), we define a group utility function as the solution
of the following optimization problem

U(s,d)(z) , max
{di,i∈D(s,d)}

∑

i∈D(s,d)

Ui(di), (11)



subject to ∑

i∈D(s,d)

di ≤ z, (12)

dm
i ≤ di ≤ d0

i . (13)

U(s,d)(z) represents the maximal aggregate utility if the total traffic rate allocated to user groupD(s, d) is z. It

can be shownU(s,d)(z) is an increasing and concave function ofz ∈
[∑

i∈D(s,d) dm
i ,

∑
i∈D(s,d) d0

i

]
, if Ui(di) is

concave indi ∈ [dm
i , d0

i ], ∀i ∈ D(s, d) (See proof in Appendix B). We then treat all users inD(s, d) as one “super”

user with a variable ratez ∈
[∑

i∈D(s,d) dm
i ,

∑
i∈D(s,d) d0

i

]
and utility functionU(s,d)(z). We can first solve the

blocking and routing problem as in (5) to obtain the optimal group ratez∗(s,d) and routes{xl
(s,d)} for users in that

group. The admitted traffic rates for all users in groupD(s, d) are:

{d∗i , i ∈ D(s, d)} = argmax∑
i∈D(s,d) di=z∗(s,d)

Ui(di)

and the flow routing variables for useri can be calculated as:

τ l
i = xl

(s,d)d
∗
i .

If there are multiple paths between an ingress-egress pair, one can assign the shorter ones to users with higher
priorities to achieve routing differentiation. Table I shows the algorithm that constructs a set of routes for a given
ingress-egress pair from the routing variables in the increasing order of the path delay. The set of links carrying
non-zero traffic of the specified user groupG can be determined from the optimization results (τ l). In each iteration,
the shortest path is found from this link set. The traffic rate using this path is set as the minimum of all routing
variables on the path. We then update the routing variables on the path by deducting this traffic rate and remove
the links whose assoicated routing variable becomes zero from the candidate link set. This repeats for the next
shortest path until the link set becomes empty. Finally, we assign paths to users in the reverse order of their priority
(shorter path for higher priority).

TABLE I

MULTI -PATH ALLOCATION ALGORITHM

Definition:
G specified user group
~E set of links carrying traffic of the user group G
φl link delay on link l, l ∈ ~E

τ l group traffic rate on linkl, l ∈ ~E
Routine:
while ~E 6= {∅}

M = subset of links on OSPF path based on delay{φl, l ∈ ~E}
τmin=min {τ l, l ∈ M}
Output the traffic rate and path(τmin, M)
for eachl ∈ M

τ l=τ l-τmin

if τ l equal to0

Update ~E = ~E − l

D. Link State Routing

Link weight based shortest path routing algorithms, such OSPF [1]/IS-IS [2], are widely used in network traffic
engineering practice. It has been shown in [6] that link weight optimization is an NP-hard problem. However,
heuristic algorithms can often efficiently find link weights that achieve performance that is close to the optimal of
its counterpart (i.e., MPLS routing). Based on this observation, we develop approximation algorithm for the joint
blocking and routing problem under OSPF/IS-IS.

While the coupling between traffic blocking and routing largely increases the complexity of the heuristic search,
we can decouple this complexity by adopting our MPLS baseline model to find the optimal blocking configuration



first. More specifically, letB∗(α) andR∗(α) be the optimal MPLS solution for someα that achieves the desired level
of balance between the network delayJ ∗

D(α) and utility lossJ ∗
U (α). A heuristic algorithm, such as that in [6], is

consequently applied to search for the best link weights to route the “supplied” traffic demandB∗(α) = {d∗i , i ∈ D}
(i.e., the admitted traffic demand calculated by the MPLS model). Network delay under the routing returned by
the heuristic algorithm might be higher than that of the optimal MPLS routingJ ∗

U (α). This can be addressed
by introducing a delay margin in the MPLS baseline model to compensate for the performance gap between the
optimal MPLS routing and the heuristic link-state routing.

IV. SOLUTION METHODOLOGY

To solve the joint blocking and routing problem formulated in the previous section, we first need to choose
appropriate user utility functions. We assume the number of end-to-end connections in a demand pair is proportional
to its expected traffic volumed0

i . Under this assumption, we choose utility functions as

Ui(di) , Md0
i

(
1− exp(−k

di

d0
)
)

, (14)

with M andk are constants. One interpretation is that the utility of a demand pair is the summation of the utilities
of all connections in that demand pair, and the utility of a connection is an increasing and concave function of its
traffic admission ratio. Consequently, larger demand pairs will have higher weights in the utility optimization.

In order to transform the convex optimization problem into a linear programming problem, we use piece-wise
linear functions to approximate link congestion delays and user utility functions.
• Congestion Delay:The total congestion delay on linkl is θl = fl

cl−fl
, wherecl is its link capacity andfl is its

total traffic load. This link delay function is a convex and increasing function of link load. Similar to [6], we
approximate it by a collection of piece-wise linear functions:

θl = max
1≤i≤6

(ki
fl

cl
+ bi),

whereki = 24i−2 andbi = −24i−2 + 5 ∗ 22i−2 − 1, i ∈ {1, . . . , 6}.
• Utility Loss: For the utility function defined in (14), we chooseM = 25∑

i∈D d0
i

andk = 5. For traffic demand
i, the utility loss function

Li(di) = Ui(d0
i )− Ui(di) = Md0

i (exp(−k
di

d0
i

)− exp(−k))

is a convex and decreasing of the traffic admission ratio. Similar to the congestion delay approximation, we
approximate the utility loss functionLi(di) by a set of linear functions:

Li(di) = Md0
i max

1≤m≤6
(km

d(i)
d0(i)

+ bm),

where parameters{(km, bm), m ∈ {1, · · · , 6}} determine the turning points of the piece-wise linear approx-
imation. Figure 1 shows the approximation curve for the normalized utility loss as a function of the traffic
blocking ratio.

With the above linear approximations, the joint blocking and routing optimization can be solved efficiently as a
Linear Programming problem by the AMPL/CPLEX [36] toolkit.

V. EXPERIMENTS

A. Evaluation Network Settings

The network traffic data in our experiments are collected from AT&T’s North American commercial backbone
network, which consists of tens of Point of Presence(PoPs), hundreds of routers, thousands of links. The PoP-level
network topology on June23, 2006 is used in our evaluation. The router-level topology is first obtained using the
method [37]. We then reduce the router-level topology to a PoP-level topology by congregating the router-level
links between the same pair of PoPs into a single PoP-level link. The capacity of a PoP-level link is set as the
sum of the capacities of all underlying router-level links. The traffic matrixes are estimated using thetomo-gravity
method [13], which can provide accurate estimates, especially for large traffic matrix elements. The final PoP-level
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Fig. 1. Utility Loss Piece-wise Linear Approximation

traffic matrix contains around400 Origin-Destination flows at rates ranging from tens of Mbps to tens of Gbps. We
emulate network failures or maintenance activities by reducing link capacities either randomly or according to the
shared risk groups [38] presented in the lower layer topology graph. In the next subsection, we present our result
based on one synthetic failure setting where we identify the node with the highest link degree and cut the capacities
of all its adjacent links by half. The result shown is representative for other severe network failure scenarios.

B. Numerical Results

1) Tradeoff between Traffic Blocking and Network Delay:The parameterα in the optimization objective function
controls the balance between the network delay and utility loss from blocking. We vary the tradeoff parameterα
from 0.01 to 0.99 and solve the joint optimization problem numerically. We plot in Figure 2 the average traffic
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Fig. 2. Average Traffic Blocking Ratios and Network Delays at Different Tradeoff Parameters

blocking ratios and network delays as a function ofα, where the delay cost has been normalized by the network
delay without ingress blocking. Recall that in equation (5), whenα is small, the user utility loss has a small weight
in the overall objective function. As a result, a large portion of traffic has to be blocked in order to quickly bring
down the network delay. Asα increases, the user utility loss takes a larger weight and less traffic is blocked.
Consequently, the network delay increases. Whenα approaches1, the utility loss dominates the network delay
in the joint optimization, the traffic blocking ratio quickly drops close to0. Meanwhile, network delay shoots up
dramatically. This corresponds to the state-of-the-art approach where only traffic rerouting is used in responses to
network failures.

To illustrate the tradeoff between network delay and traffic blocking, we plot in Figure 3 network delay as a
function of traffic blocking ratio. The horizontal dashed line represents the network delay before the failure. Figure
3 shows that the network delay drops quickly with a little bit of traffic blocking. With a blocking ratio of4%,



the network delay can be reduced to the level before the failure. By blocking around12% traffic, the network
delay can be reduced about5 times. This demonstrates that ingress traffic blocking is very effective in alleviating
network congestion under failures and maintenances. One can significantly improve network delay performance by
sacrificing a little on user utility loss. Furthermore, the small percentage of blocked traffic is from low priority
users. The delay decreasing trend slows down when the blocking ratio gets larger.

By examining the tradeoff curve, a network operator can choose an appropriateα parameter to achieve a desired
level of balance between the network delay and traffic blocking. The solution of the corresponding joint optimization
will tell them how much traffic to block for each demand pair and how to route admitted traffic in the networks.
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Fig. 3. Network Delay vs. Average Traffic Blocking Ratio

2) Blocking Differentiation between Demand Pairs:The objective of joint blocking and routing is to reduce the
network delay with minimal traffic blocking. Depending on their traffic rate and ingress-egress points, different
demand pairs contribute differently to network congestion. In the solution of the joint blocking and routing
optimization, the demand pairs are blocked differently. The general trend is that demand pairs with larger end-
to-end delays are likely to be blocked more than those with smaller delays. Figure 4 demonstrates the correlation
between traffic blocking ratios and average delays of demand pairs at four differentα values. For eachα, after
solving the joint optimization problem, we index all demand pairs in the increasing order of their end-to-end delays.
We then plot their traffic blocking ratios. In these figures, traffic blocking ratios only take several discrete values.
This is because we use a piece-wise linear function of blocking ratio to approximate the network utility loss. The
solution of the resulted linear programming problem corresponds to the extreme points in the blocking and routing
design space. From those plots, we observe apositivecorrelation between traffic blocking ratios and end-to-end
delays of demand pairs. Demand pairs with larger end-to-end delays are likely to be blocked more than demand
pairs with smaller delays. In Figure 4(a), the demand with the largest end-to-end delay is blocked more than90%,
the demand with the smallest delay is only blocked around25%. With the increase ofα, the average traffic blocking
ratio decreases. Figure 4 also shows that the maximal traffic blocking ratio decreases asα increases.

These results suggest a rule for some heuristic algorithms to select demand pairs for blockingwithout explicitly
solving the joint optimization problem:blocking the long delay demand pairs first. To identify those “long” demand
pairs, one can calculate the optimal routing without any blocking to get the optimal routes and queuing delays on
all the links. Based on the algorithm described in Table I, one can identify all paths of a demand pair and use the
end-to-end delay on its longest path as its likelihood of being blocked. Figure 5 illustrates the correlation between
the above defined longest path delays and the likelihoods of being blocked of demand pairs in our experiments.
We first sort all demand pairs in the increasing order of their longest path delays. We solve the joint blocking
and routing optimization at differentα values. For eachα, we calculate the average traffic blocking ratioy(α).
If a demand pairx is blocked, we plot one dot at coordinates(x, y(α)) in Figure 5. The figure verifies that the
optimal blocking strategy prefers to block demand pairs with larger delays first. However, the gaps between points
on horizontal lines, especially for small average blocking ratios, also indicate that the optimal blocking strategy
cannot be replaced by the simple heuristic algorithm that blocks demand in the decreasing order of longest path
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(a) α = 0.10
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(b) α = 0.25
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(c) α = 0.50
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(d) α = 0.75

Fig. 4. Traffic Blocking Ratio v.s. Average End-to-End Delay

delays.
3) Comparison with Proportional Blocking:The simplest traffic blocking strategy is to block all demand pairs

proportionally. To demonstrate the effectiveness of our joint blocking and routing method, we compare our results
with the simple proportional blocking. After proportionally cutting traffic of all demands, we calculate the optimal
routing for the blocked traffic matrix to get the network delay cost under proportional blocking. Figure 6 compares
the network delay cost of the two methods with the same average traffic blocking ratio. We vary the traffic
blocking ratio from0 to around0.55. From this figure, we can see our optimization method outperforms the
simple proportional blocking. With the same average traffic blocking ratio, joint blocking and routing achieves
lower network delay than proportional blocking. The difference is quite large when the blocking ratio is small.
The gap closes down when more and more traffic get blocked. Figure 7 compares the Cumulative Distribution
Function (CDF) of the delays of all demand pairs in three cases: no blocking, proportional blocking at ratio4%
and optimal blocking at average ratio4%. From the curve of no blocking we observe that under network failure,
the performance of part of the network degrades severely. There is a large delay variance. While the proportional
blocking decreases the average delay, we can see some demand pairs still have large delays. It indicates that the
network congestion can not be alleviated effectively by proportional blocking. The joint optimization method not
only decreases the average delay of demand pairs, but also effectively reduces the delay variance. This verifies that
our joint blocking and routing method can maintain a good network-wide delay performance with minimal ingress
traffic blocking.

VI. CONCLUSION AND FUTURE WORK

In this paper, we study the joint ingress blocking and routing problem under network failures and maintenances.
We have shown that ingress traffic blocking is very effective in alleviating network congestion caused by failures
and maintenances. The proposed joint blocking and routing approach can efficiently find the optimal differentiation
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among users with different service priorities and ingress-egress combinations. Our approach can be used to achieve
a desired level of balance between network delay and user utility. Our study opens up a new design space for
network traffic engineering.

Future research can be pursued in the following directions.
• Link-State Routing.Our evaluation in this paper is based on MPLS routing. We have shown in Section III-D

that MPLS baseline model can be used to solve the blocking problem for a link-state routing. We will evaluate
the performance of our proposed approach using popular link-state routing protocols, such OSPF and IS-IS.

• Router-Level Solution.Limited by the speed of the linear programming solver, we were only able to obtain the
optimization solution for the PoP-level topology. How to map a PoP-level solution to a router-level configuration
deserves further study. Another direction to obtain a router-level solution is to reduce the size of the router-
level joint optimization problem by sacrificing the optimality of the solution. We will study the tradeoffs in
developing such simplifications.

• Weighted Delay Performance.We formulated in Section III-B the joint optimization problem when users
have different delay performance weights. It is difficult to solve exactly the resultant fractional programming
problem. We will approximate it by a linear programming problem to obtain approximation solution.

• Optimization for Packet Losses.In this paper, we focused on the network delay performance. Another important
metric under network congestion is link packet loss probabilities. We plan to modify the current framework to
account for packet losses. The decision to be made by a network provider is to either drop packets reactively
on routers inside his network or drop packets proactively on ingress routers. One challenging issue is that
packet losses will make traffic flowsnon-conservativeinside the network.
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APPENDIX A

Claim: If there is no delay differentiation among users, joint blocking and source-destination based routing has the
same optimum as the baseline model in (5).

Proof: AssumeB∗ = {d∗i , i ∈ D} andR∗ = {τ l
i , i ∈ D, l ∈ E} is the optimal solution of (5). The traffic rate

on link l is f∗l . For any ingress-egress point pair(s, d) ∈ (V × V ), let D(s, d) = {i ∈ D|I(i) = s andE(i) = d}
be the set of users with ingress points and egress pointd. Calculate the aggregate traffic rate of users in group
D(s, d) on link l:

yl
(s,d) =

∑

i∈D(s,d)

τ l
i .

Since{τ l
i , l ∈ E} satisfy flow conservation (2) and implement demandd∗i . It is easy to verify that{yl

(s,d), l ∈ E}
satisfy flow conservation and implement the aggregate demand betweens andd, d∗(s,d) ,

∑
i∈D(s,d) d∗i ,

∑

l∈O(v)

yl
(s,d) −

∑

l∈P(v)

yl
(s,d) =





d∗(s,d) if v = s

−d∗(s,d) if v = d

0 otherwise

. (15)

ThereforeY = {yl
(s,d), (s, d) ∈ (V × V ), l ∈ E} is a legitimate source-destination routing for the admitted demand

B∗ = {d∗i , i ∈ D}. The traffic rate on any linkl underY equalsf∗l . Therefore the aggregate network delay under
Y equals that ofR∗. The joint blocking and routing solutionB∗ andY achieve the optimum of the baseline MPLS
model in (5). Since any source-destination based routingY can be represented by a flow routingR, the optimal
joint blocking and source-destination routing will have exactly the same performance as the optimum of (5).

APPENDIX B

Claim: The group utility function defined in equation (11) is an increasing and concave function of the aggregate
group traffic ratez.

Proof: Let {d(j)
i , i ∈ D(s, d)} denote the optimal rate allocation among users in groupD(s, d) if the aggregate

group rate iszj :
{d(j)

i , i ∈ D(s, d)} , argmax∑
i∈D(s,d) di=zj

∑

i∈D(s,d)

Ui(di), (16)

Then
U(s,d)(zj) =

∑

i∈D(s,d)

Ui(d
(j)
i ).



If {d(1)
i , i ∈ D(s, d)} is the rate allocation forz1, ∀z2 > z1, construct another rate allocation as

d+
i = d

(1)
i + (z2 − z1)

d0
i − d

(1)
i∑

j∈D(s,d)(d
0
j − d

(1)
j )

.

Obviously,{d(+)
i , i ∈ D(s, d)} > {d(1)

i , i ∈ D(s, d)} (element-wise vector comparison). SinceUi(·) is increasing
function, we have

∑
i∈D(s,d) Ui(d+

i ) > U(s,d)(z1). Now that
∑

i∈D(s,d) d
(+)
i = z2, through the definition ofU(s,d)(·),

U(s,d)(z2) ≥
∑

i∈D(s,d)

Ui(d+
i ) > U(s,d)(z1).

In other words, the group utility function increases with the aggregate group rate.
Given the optimal group rate allocations{d(1)

i } and{d(2)
i } for aggregate group ratez1 and z2, construct a rate

allocation{d(α)
i } for the aggregate group rateαz1 + (1− α)z2 as follows:

d
(α)
i = αd

(1)
i + (1− α)d(2)

i .

SinceUi(·) is concave function,
∑

i∈D(s,d)

Ui(dα
i ) ≥

∑

i∈D(s,d)

(
αUi(d

(1)
i ) + (1− α)Ui(d

(2)
i )

)

= αU(s,d)(z1) + (1− α)U(s,d)(z2).

Consequently,

U(s,d)(αz1 + (1− α)z2) ≥
∑

i∈D(s,d)

Ui(dα
i )

≥ αU(s,d)(z1) + (1− α)U(s,d)(z2).

Therefore, the group utility functionU(s,d)(z) is an increasing and concave function of the aggregate group ratez.
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