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Abstract— Wireless networks have been deployed widely
in recent years. The performance features such as fairness
and efficiency of MAC protocols would affect that in upper
layer. We propose two modifications to a MAC protocol
proposed in [14], so that the new protocol could achieve
AIMD on controlling each station’s throughput directly.
We use stochastic linear difference equation to study the
throughput of this protocol and we present a guideline for
selecting additive and multiplicative parameters.

I. I NTRODUCTION

Wireless ad hoc networks have the advantage that no
fixed communication infrastructure is needed. In recent
years, wireless networks have been widely deployed.
The communication between the stations in wireless
networks relies on Medium Access Control (MAC) pro-
tocol. All stations in a wireless network have to compete
for scarce resource such as the communication channels.
Resolving this competition is critical to ensure the com-
munication in the wireless networks. IEEE 802.11 de-
fines a standard for MAC protocol. The intuition behind
this protocol is that if there is a collision, the sender
will decrease its sending rate; if there is a success, the
sender will increase its sending rate. To achieve this goal,
IEEE 802.11 introduces a carrier sense multiple access
with collision avoidance mechanism (usually known as
CSMA/CA). CSMA/CA uses a backoff timerCW to
adjust the throughput of each node. The backoff timer
starts withCWmin. The station will doubleCW upon
collision until it reachesCWmax. If there is a success,
the station will setCW to CWmin.

There has been studies for interaction between MAC
layer protocol and upper layer protocol. For example,
[15] points out that without fairness in the MAC layer,
the fairness mechanism in upper layer such as TCP
would not be very effective. A lot of research has been

devoted to studying how to improve the MAC protocol
[3] [12] [13].

For example, in order to achieve fairness, [3] intro-
duces additional field in the data packet to propagate the
value of backoff timer so that the stations in the same
region would share the same backoff timer. A Multiplica-
tive Increase and Linear Decrease backoff algorithm is
also introduced: the station increases its backoff timer by
a multiplicative factor 1.5 upon collision, and decreases
the timer by 1 upon success.

In [13], the authors propose another backoff timer
mechanism to address the fairness problem. They define
a fairness index. Each station has an estimation of
its fairness over all the other stations. If the ratio of
fairness is larger than a high threshold, the window size
would double; if the ratio is below a low threshold, the
window size would decrease by a half. If the ratio is
in between these two thresholds, the window size will
remain unchanged.

It has been increasingly realized that modification of
MAC protocol is necessary to improve its performance.
Additive Increase Multiplicative Decrease (AIMD) is
implemented in network Transport layer to control the
sending rates of competing sources. It has been shown in
[7] that it ensures fairness and efficiency in a distributed
environment. It looks promising to apply AIMD to
control the sending rate in MAC protocol directly.

In this paper, we analyze a protocol which uses AIMD
to control each station’s throughput. The purpose of this
paper is to provide some insights into the MAC protocol
using AIMD. In section II, we present the protocol from
[14]. We modify this protocol so that the new protocol
would use AIMD to control the station’s throughput
directly. In section III, we study the protocol by using
stochastic linear difference equation [4] [9] and present a



guideline for the selection of additive and multiplicative
parameters in AIMD mechanism. Finally we conclude
this paper in section IV.

II. A MAC P ROTOCOL WITH AIMD: CSMA/CA2

In [14], the authors present a MAC protocol which
uses AIMD mechanism to control station’s throughput.
The protocol is based on CSMA/CA, and is called
CSMA/CA2.

Fig. 1 is a diagram of CSMA/CA. If a station wants
to send its data, it would first sense whether the channel
is free or not. If the channel is busy, the backoff timer
would freeze. If the channel is free, the backoff timer
would count down. Once the backoff timer reaches zero,
the station sends its data, and after a short interval
(SIFS), an ACK from the receiver is expected if the
transmission is successful. The sender changes its back-
off timer according to whether it gets the ACK or not.

A. CSMA/CA2 vs CSMA/CA

The backoff timer in CSMA/CA is used to avoid colli-
sion. However, the nondeterministic status of the channel
would make the regulation of efficiency and fairness
difficult. In order to separate contention resolution from
collision avoidance, CSMA/CA2 [14] introduces gapping
to control the throughput. Fig. 2 shows how CSMA/CA2
works. Before each data transmission, there is a gapping.
CSMA/CA2 controls the throughput by adjusting the
length of the gapping.

The difference between CSMA/CA2 and CSMA/CA
lies in the following two factors [14]: (1)CSMA/CA
uses timer with binary exponential backoff mechanism
to control the sending rate. CSMA/CA2 uses gapping
to control the throughput. The progress of the gapping
interval duration would not be suspended when the
channel is busy, while the backoff timer in CSMA/CA
would freeze when channel is busy. (2) In CSMA/CA2,
the gapping is followed by an ideal CSMA/CA process,
therefore, if the gapping ends at the middle of other
station’s transmission, the station would do the carrier
sensing to avoid the collision. In Fig. 2, the backoff
timer in the ideal CSMA/CA process uses a small fixed
contention window size CW to avoid synchronization
between senders.

B. Additive Increase Multiplicative Decrease in
CSMA/CA2

CSMA/CA2 definesBi(tn) to be the sum of DIFS,
backoff Timer countdown, data packet, SIFS and ACK
packet, Gi(tn) to be the length of gapping interval,
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Fig. 2. Simplified Diagram of CSMA/CA2 MAC Protocol

Ri(tn) to be the normalized throughput of stationi
during its n-th transmission starting attn. CSMA/CA2
calculates the normalized sending rate as follows:

Ri(tn) =
Bi(tn)

Bi(tn) + Gi(tn)
, (1)

and applies AIMD to the normalized sending rate in the
following way:

• When at timetn+1, the station senses that trans-
mission is successful, it increases the sending rate
Ri(tn) by a constantαi, i.e

Ri(tn+1) = Ri(tn) + αi

• When at timetn+1, the station senses that transmis-
sion fails, it sets the new sending rate to be(1−βi)
of Ri(tn), therefore,

Ri(tn+1) = Ri(tn)(1− βi)

C. CSMA/CA2+: Modification to CSMA/CA2

In this paper, we propose to modify CSMA/CA2 in
two aspects: (1) we redefine the normalized sending rate
so that it would reflect the instant throughput; (2) we
point out unfairness in CSMA/CA2 and apply AIMD to
rate control in a way different from CSMA/CA2. We use
CSMA/CA2+ to represent this updated protocol.

1) Redefine Sending Rate:We redefine the sending
rateRi(tn) to reflect the real throughput. In Fig. 3, the
duration of one transmission of stationi consists of a
gapping, carrier sensing period, data transmission from
stationi, and data transmission from other station during
backoff timer countdown of stationi. Since CSMA/CA2
preserves a backoff timer with a small fixed window
size CW, other stations’ timer might count down to zero
before stationi’s timer, therefore, before stationi sends
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Fig. 3. One Transmission from Stationi in CSMA/CA2

its data, there could be data transmission from stations
other than stationi.

Fig 3 shows one transmission from stationi. It consists
of the following events: (1)At timet1, stationi’s gapping
ends. At that time, stationk is sending data, therefore,
stationi has to wait. (2) At timet2, stationj’s gapping
ends. Also because stationk is sending data, stationk
waits. (3)After stationk finishes its transmission, station
i andj both start backoff timer countdown. (4) The timer
of stationj reaches zero earlier than that of stationi. So
station j sends its data. At the same, stationi has its
timer frozen. (5)After stationj finishes its transmission,
the timer of stationi starts to count down and reaches
zero. Stationi sends its data.

Fig 3 shows that the duration of one transmission of
stationi not only includes the gapping, the transmission
from stationi, but also includes the transmission from
other stations. This is due to two reasons: (1)The gap-
ping ends in the middle of other station’s transmission;
(2)Other station’s timer reaches zero earlier than station
i. The normalized sending rate defined in equation (1)
does not include the time of the transmission from
other stations, therefore it does not reflect the actual
throughput. We redefineRi as follows:

Ri(tn) =
Bi(tn)
Li(tn)

. (2)

Li(tn) is the duration ofn-th transmission of stationi,
which includes the gappingGi, the data transmissionWi

from stations other than stationi, the data transmission
Bi from stationi, i.e,

Li(tn) = Gi(tn) + Wi(tn) + Bi(tn) (3)

Now we have the instant throughputRi(tn). We will
use AIMD to control this instant throughput directly.

2) Fairness Issue:We point out in this section that
fairness in CSMA/CA2 needs improvement. The AIMD
scheme defined in CSMA/CA2 would not be able to
ensure the fairness when two competing stations with

the same AIMD parameters (α andβ) start at different
sending rates. It might lead to unfair scenario that one
station occupies the whole channel, while the other
starves for it.

We study the sending rate of two stations at two
consecutive collisions. We defineR1,1, R2,1 to represent
the sending rates of two stations after first collision,
use R2,1, R2,2 to represent the sending rates after
second collision time. We assume during these two
collisions, the sending rates of these two stations vary
little. We defineT the time between this two consecutive
collisions, then statistically station1 would haveT ∗
R1,1/(R1,1 +R2,1) transmissions, while station2 would
haveT ∗ R2,1/(R1,1 + R2,1) transmissions. To simplify
the notation, we usek to representT/(R1,1 + R2,1).
Then, the transmissions from one station consists of
k ∗ R1,1 − 1 successes and1 collision, while the other
consists ofk ∗R2,1 − 1 successes and1 collision, then,

R1,2 ∼ (R1,1 + (kR1,1 − 1) ∗ α) ∗ (1− β)

R2,2 ∼ (R2,1 + (kR2,1 − 1) ∗ α) ∗ (1− β)

Therefore we have

R1,2

R2,2
=

R1,1[1 + kα− α
R1,1

]

R2,1[1 + kα− α
R2,1

]

If R1,1 > R2,1, then R1,2

R2,2
> R1,1

R2,1
. This means if the

stations start at different sending rate, CSMA/CA2 would
favor the station with higher sending rate.

3) CSMA/CA2+: Updated Algorithm for CSMA/CA2:
We use AIMD to control the station’s throughput in
equation (2) directly: each station keeps increasing its
sending rate by a constant rateαi unless there is a
collision; if there is a collision, the sending rate would
decrease by a multiplicative factorβi. One diagram of
this mechanism is shown in Fig 4.

• If the n-th transmission of stationi is successful,
the sending rate forn + 1-th transmission will be:

Ri(tn+1) = Ri(tn) + αi ∗ (tn+1 − tn). (4)

• If there is a collision duringn-th transmission, the
sending rate forn + 1-th transmission will be:

Ri(tn+1) = (Ri(tn)+αi∗(tn+1−tn))∗(1−βi). (5)

With Ri(tn+1) calculated from equation (4) and (5),
packet sizeBi(tn+1), estimatedWi(tn+1) and equation
(3), we would be able to change the gapping interval
Gi(tn+1) at tn+1 as follows

Gi(tn+1) = Li(tn+1)−Wi(tn+1)−Bi(tn+1),
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Fig. 4. Diagram of MAC protocol

where Li(tn+1) can be calculated from equation (2),
and make the throughput work in AIMD mode. If the
calculated gapingGi(t) is less than zero,Gi(t) would
be set to zero.

Note thatWi(t) might vary a lot for different trans-
missions, we introduce an estimation ofWi(tn+1) by

W i(tn+1) = δ ∗W i(tn) + (1− δ) ∗Wi(tn),

whereδ is the parameter to averageW i(t), and0 < δ <
1. We let δ to be0.9 in our study.

III. M ODEL OF CSMA/CA2+

In the following study, we assume all the stations
are within the communication range of other stations
in the wireless network, and we do not consider the
hidden/exposed terminal problem. We focus on studying
a homogenous system with the same parameters:α, β
and data packet sizeB. We usem to denote the total
number of stations. We assume allm stations are active
all the time, i.e, they keep sending data.

In this section, we use stochastic linear difference
equation to study the expectation of the throughput. After
that, we present a guideline for selecting the parameters
of additive and multiplicative factor of AIMD. Finally,
we present the simulation result and discussion.

A. Stochastic Linear Difference Equation for
CSMA/CA2+

Stochastic Linear Difference Equation has been used
to model TCP/IP behavior [1]. In this subsection, we
use the stochastic linear difference equation to study
CSMA/CA2+.

The sending rateRi(t) of stationi keeps increasing by
rateα unless there is a collision. If there is a collision,
the sending rate would decrease by a multiplicative factor

of β. Let Ri,n represent the sending rate prior ton-th
collision of stationi. Let {Ti,n}+∞

n=−∞ be a particular
realization of the collision process for stationi, and
interval of the collisionSi,n = Ti,n+1 − Ti,n. The
dynamic behavior of the sending rate could be modelled
by the following linear difference equation,

Ri,n+1 = (1− β) ∗Ri,n + α ∗ Si,n (6)

Because1− β < 1, E[Si,n] < ∞ and we assume the
arrival of collision is stationary, according to the result
from [1] [4] [9], for arbitrary sending rateRi,n, it will
converge almost sure to the stationary solution:

R∗
i,n = α

∞∑

k=0

(1− β)kSi,n−1−k.

Now we defineλi to be the collision rate for station
i, then λi = 1/E[Si,n]. We turn to calculateE[Ri(t)],
by using the inversion formula as follows [2],

E[Ri(t)] = λiE
0[

∫ Ti,1

0
Ri(t)dt] (7)

We have

E[Ri(t)] = λiE
0[

∫ Ti,1

0
((1− β)R∗

i,n + αt)dt]

= λiE
0[(1− β)R∗

i,nSi,0 +
α

2
S2

i,0]

= λiα

∞∑

k=0

(1− β)k+1E[Si,0Si,k+1] +
λiα

2
E[S2

i,0]

(8)

Now we assume the collision process for stationi is a
Poisson process with arrival rateλi. For Poisson process,
we haveE[S2

i,0] = 2/λ2
i andE[Sk] = 1/λi therefore

E[Ri(t)] = λiα
∞∑

k=0

(1− β)k+1 1
λ2

i

+
λiα

2
2
λ2

i

=
α

λiβ

(9)

The same result could be derived from Poisson driven
stochastic differential equation [5] [11].

For a wireless system, when the channel capacity, time
slot, packet size are fixed, the station’s sending rateRi(t)
and the goodputη of the channel are determined byα
and β. We simulate CSMA/CA2+ with the parameters
from Table II. In our simulation, we fixβ to be0.1, and
study the throughput whenα changes. Fig 5 shows the
average throughput and goodput of each station when
α changes. Note that in Fig 5, for different number
of stations, the range ofα varies. To achieve certain
performance, different numbers of competing stations
would need differentα. In the next section, we provide a
heuristic method to infer parameterα for CSMA/CA2+.
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B. Selection ofα and β

The sending rateRi(t) would increase with a fixed
rate α when there is no collision. Theα which fits
for small number of stations might not be suitable for
large number of stations. For example, large number of
stations would have long period for one transmission,
then the increased part of the sending rate would be very
large so that the calculated gapping would be negative
and the real gapping has to be set to zero. In this case,
AIMD mechanism is not in effect. Therefore, we need to
adjustα for different number of competing stations. On
the other hand, the multiplicative factor would decrease
the sending rate and increase gapping. This part will
always play role as long as there is a collision, no matter
how many stations there are. In the following study, we
fix β to be0.1.

For a homogeneous system with goodputη of the
channel, we can approximate the expectation of collision
for a transmission of stationi as

1− η∑m
j=1 Rj

. (10)

Dividing expectation of collision by the durationLi(t)
of one transmission in equation (2), we can approximate
the collision rateλi during steady state as follows:

λi =
(1− ηPm

j=1 E[Rj(t)]
)E[Ri(t)]

B
(11)

Substitute equation (11) into equation (9), we have

α =
β(1− ηPm

j=1 E[Rj(t)])
)E2[Ri(t)]

B
(12)

Now we focus on studying how to select parameter
α. To achieve certain performance, we need to choose a
suitableα for different numbers of stations. We give a
heuristic way to selectα: (1) setη to the expected good-
put of the whole channel, (2) assume the system is a little
bit over the channel capacity, and set

∑m
j=1 E[Rj(t)] to

be a constant larger than 1, (3) assume each station in
this homogeneous system has the same throughput. We
would be able to get an estimation ofα from equation
(12), when packet sizeB andβ are given.

With all the other parameters in Table II, we set∑m
j=1 E[Rj(t)] equal to1.2 and get an estimation ofα

to achieve the capacity in 802.11 shown in Table I [6]
for different number of stationsm. We list the calculated
α in Table III.

We simulate CSMA/CA2+ with parameters in Table II
and α from Table III. We choose a station randomly,
and plot its average throughput, instant throughput and

TABLE I

IEEE 802.11 MAC PROTOCOLCAPACITY (AVERAGE PACKET

SIZE 100 SLOTS)

m Capacity
100 0.33392
50 0.4658
10 0.71355

TABLE II

PARAMETERS

Channel capacity 2Mbps
Time slot 25µs

Packet size 2.5 ms
β 0.1

successful throughput in Fig. 6. Fig. 6 (a) (b) and (c)
show one sample for100, 50 and10 stations respectively.
We list the average throughput and successful throughput
in Table III. The simulation shows that the throughput
achieved from CSMA/CA2+ is better than that from
802.11. This also verifies the parameters selected by
heuristic method fit for different numbers of stations.

To achieve certain performance for CSMA/CA2+,α
and β have to be adjusted according to the number
of competing stations. We will study how to estimate
the number of competing stations under CSMA/CA2+
protocol. Finally, we mention that [8] provides a Kalman
filter estimation of the number of competing terminals
in IEEE 802.11 network.

IV. CONCLUSION

In this paper, we improve CSMA/CA2 proposed in
[14] in two aspects. We redefine the normalized sending
rate to reflect the station’s instant throughput. We point
out the way CSMA/CA2 applies AIMD could not guar-
antee the fairness for each station. Based on CSMA/CA2,
we propose our new algorithm CSMA/CA2+ and apply
AIMD mechanism to controlling the instant sending
rate of each station. We use stochastic linear difference
equation to study the improved protocol CSMA/CA2+.
We present a heuristic method to select the parameters

TABLE III

THROUGHPUT OFEACH STATION FROM SIMULATION

m α Average Thru. Goodput Goodput
(CSMA/CA2+) (CSMA/CA2+) (802.11)

100 0.004157 0.0139 0.0068 0.0033
50 0.014096 0.0263 0.0138 0.0093
10 0.233496 0.1196 0.0794 0.0713
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Fig. 6. Throughput withα from Table III

for CSMA/CA2+. In the coming study, we will focus on
analysis of the collision process of CSMA/CA2+, and
study of using different AIMD parameters to differentiate
services in one wireless network.
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